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Domain-Specific LLM
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LLMs can effectively answer questions in the public domain

My Windows has 
crashed with error 
code xxx, how do 

I fix it?
푳푳�

Step 1. Right-click 
the Start button and 
choose Settings. 
Step 2. ……



Domain-Specific LLM
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For specific domain questions, they often perform poorly

How to fix the 
xxx_LOWER_xxx 
exception for the 
OptiX xxx device?

푳푳�

Sorry，I don’t know 
how to fix it……

Domain-Specific Q&A LLM is needed.



푳푳�

Domain-Specific LLM
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We can achieve better results through SFT (Supervised Fine-Tuning).

How to fix the 
xxx_LOWER_xxx 
exception for the 
OptiX xxx device?

Domain QA Data

푺��

Domain Document

푪풐풏풔�����

Step 1. Check if 
indicator light A is 

blinking.
Step 2. ……



High-Quality Instruction Data
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Domain Document

The amount of document often greatly exceeds the quantity of instruction 
data

Domain QA Data

Commercial LLM Privacy Leakage

Open-Source LLM
With large number

of parameters

High Computational
Resources

Domain 푳푳�
푪풐풏풔����� 푺��

You need either 5×V100 or 2×A100 to run a 72B LLM, which is very 
expensive.

But can the same effect be achieved within 1×V100 (using a 7B LLM)?



Challenges
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• Require high-quality instruction data from the specific domain documents

• The high cost of resources required to construct instruction data

• The need to protect data privacy
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Self-Evolution Overview
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Self-Evoluation Overview
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Self-Evolution Overview

11



Self-Evolution Overview
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Self-Evolution Overview
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Generate QAs
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Two-Stage Inference

• Reference documents are often lengthy.
There is a conflict in the intent of prompt design.
The generation format is unstable.

Document Question Answer



Generate QAs
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Question Generation Prompt



Generate QAs
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Question Generation Prompt

What is a process, how to achieve process synchronization, 
and how to evaluate the efficiency of process management?

Undesirable Question



Generate QAs
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Question Generation Prompt

What is a process? A process is the fundamental unit for 
resource allocation and scheduling in an operating system.

Undesirable Question



Generate QAs
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Answer Generation Prompt



Generate QAs
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Q: The OptiX_xxx has reported an xxx_LOWER_xxx exception, and the indicator light is showing red. 
How should I fix this?

Answer A Answer B

According to the knowledge in the documentation, 
an engineer needs to replace the power supply.

When OptiX_xxx reports an xxx_LOWER_xxx exception, 
an engineer should check the color of the indicator light.
1. If the color is red, it indicates insufficient power 

supply, and the power supply needs to be replaced;
2. If the color is green, it means the current exception 

can be ignored;
3. If the color is yellow, it means the machine needs to 

be restarted promptly.
4. Since the indicator light is red, the engineer needs 

to replace the power supply with a new one as soon 
as possible.



Generate QAs

20

Answer Generation Prompt



Select Training Data
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Instruction Following Difficulty[1] (IFD)

• To make full use of the previously generated QA data

• A higher IFD score indicates that the question is more 
difficult to answer

IFD Score Calculation Formula



Learn Knowledge
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LoRA

Low-Rank Adaptation of Large Language Models[2] (LoRA)

• Perform low-rank decomposition on the weight matrix
• Accelerate training speed and reduce the demand for 

computational resources



Next Iteration
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Baseline
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Baseline

Model Description

Qwen1.5-7B-HQ
(θHQ)

1. Generate high-quality QA using Qwen1.5-72B-Chat 
based on the document.

2. Train Qwen1.5-7B-Chat with the data generated in the 
first step.

3. Obtain Qwen1.5-7B-HQ.

Qwen1.5-7B-Chat Original Model

Qwen1.5-72B-Chat Original Model

GPT-3.5 Original Model



Dataset

100

Expert-constructed evaluation set

• 100 question-and-answer items constructed by 
China Mobile experts.

• The data format is (Question, Answer).

Evaluation method

• The model theta's response to the question is 
compared with the standard answer using the BLEU[3] 
score.

• For easy demonstration, we uniformly divide by the 
score of the baseline.

• It includes operation knowledge commonly used within the company, such as fault 
description and equipment configuration. 
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Experimental Results
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Qwen1.5−72B−Chat

GPT−3.5

Qwen1.5−7B−Chat



Experimental Results
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θHQ
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Qwen1.5−72B−Chat

GPT−3.5
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30

Qwen1.5−7B−HQ



Ablation Study
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Ablation Study
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Ablation Study
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Conclusion
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• The purpose of this work is to realize a lightweight domain-specific Q&A 
model. To get this, we design a iteratively-SFT framework that make a 7B 
LLM reaches a 72B model’s performance.

• The IFD score is used to select difficult historical QA, by learning multiple 
times.

• The effectiveness was demonstrated by the sufficient  experiments
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