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Abstract—Microservices improve the scalability and flexibility
of monolithic architectures to accommodate the evolution of
software systems, but the complexity and dynamics of microser-
vices challenge system reliability. Ensuring microservice quality
requires efficient failure diagnosis, including detection and triage.
Failure detection involves identifying anomalous behavior within
the system, while triage entails classifying the failure type and
directing it to the engineering team for resolution. Unfortunately,
current approaches reliant on single-modal monitoring data, such
as metrics, logs, or traces, cannot capture all failures and neglect
interconnections among multimodal data, leading to erroneous
diagnoses. Recent multimodal data fusion studies struggle to
achieve deep integration, limiting diagnostic accuracy due to
insufficiently captured interdependencies. Therefore, we propose
UniDiag, which leverages temporal knowledge graphs to fuse
multimodal data for effective failure diagnosis. UniDiag applies
a simple yet effective stream-based anomaly detection method
to reduce computational cost and a novel microservice-oriented
graph embedding method to represent the state of systems
comprehensively. To assess the performance of UniDiag, we
conduct extensive evaluation experiments using datasets from two
benchmark microservice systems, demonstrating its superiority
over existing methods and affirming the efficacy of multimodal
data fusion. Additionally, we have publicly made the code and
data available to facilitate further research.

Index Terms—Microservice, failure diagnosis, multimodal
data, knowledge graph.

I. INTRODUCTION

M ICROSERVICES have gained significant attention in
the last few years in both industry and academia [1].

However, the complexity and dynamism of microservice sys-
tems pose unique challenges for maintenance [2]. When a
microservice system fails, the failure will propagate along the
interaction network between microservices, posing significant
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challenges and pressures for operators. Failures will negatively
impact user experience and cause enormous losses for service
providers if they are not quickly diagnosed and mitigated [3],
[4]. To ensure high availability and minimize service down-
time, prompt diagnosis, encompassing both detection and
triage, is crucial [5], [6]. This allows operators to respond
efficiently to failures, mitigating their impact and restoring
service functionality as quickly as possible. Proactive failure
detection can alert operators timely, and accurate failure triage
can not only provide operators with suggestions for mitigation
measures (Table I) but also minimize the cost associated with
reassignment, which refers to the process of re-allocating
the initially assigned mitigation measures to the potentially
more appropriate measures [5]. Therefore, rapid and accurate
failure diagnosis is indispensable for effectively maintaining
microservice systems.

A microservice system is an architecture composed of
multiple microservices, with each microservice having mul-
tiple instances. To monitor the status of microservice systems
in real-time and achieve rapid failure diagnosis, operators
often continuously collect three modalities of monitoring data
(i.e., metrics, logs, traces) for each microservice instance [7].
Fig. 1 shows the three modalities of data in a microser-
vice system. Metrics include system-level metrics (e.g., CPU
utilization, memory utilization, and network throughput) and
user-perceived metrics (e.g., average response time, error rate,
and page view count), presented as time series. Logs are semi-
structured text that records various events and system runtime
status. Traces are in the tree structure recording information
about user requests like instances and service calls, and each
call forms a span. For example, as shown in Fig. 1, after a
failure occurs, the “system.cpu.pct utilization” metric sharply
rises, and simultaneously microservice instances S1 and S2

generate anomalous log messages, with a significant increase
in response time in related traces.

Over the years, many single-modal data-based failure diag-
nosis approaches for microservice systems have been proposed
(e.g., metrics [8]–[10], logs [11]–[13], or traces [14]). How-
ever, these approaches usually lead to a large number of mis-
diagnoses due to the inherent limitations of the characteristics
of the data used:

Limitations of Metrics. Metrics can react rapidly to
changes in system performance [15], reflecting various fail-
ure modes via higher or lower values. However, the over-
sensitivity of the metrics may produce false alarms [15],
[16]. For example, in scenarios where memory is effectively
released, notwithstanding a potentially decreased memory uti-
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Fig. 1: An example of the multimodal data of a microservice system during a failure. Fig. 1(a) shows two metrics: the blue
line in the figure represents the original value of the metric, and the red line represents an anomalous fragment. Fig. 1(b)
shows eight logs; the red ones are anomalous. Fig. 1(c) shows a trace where a node represents a microservice instance, an
edge from a caller to a callee denotes a span, and the red span is anomalous because of its excessively high response time.

TABLE I: Anomalous manifestations of multimodal data are derived from an extensive empirical analysis of failure cases, and
mitigation measures for each failure type are based on their underlying root causes [21].

Failure Type Metric Log Trace Mitigation Measures

CPU resource underprovisioning ✓ - - Identify and optimize high CPU-consuming processes
Memory resource underprovisioning ✓ - - Identify and optimize high memory-consuming processes

Disk resource underprovisioning ✓ - - Identify and optimize high disk-consuming processes
System component damage ✓ - - Restart the system or replace the damaged component

Filesystem misconfigurations - ✓ ✓ Check the file path and file permissions, and run filesystem recovery programs
Access control errors - ✓ ✓ Check certificate or credential updates that have only been partially distributed

Container resource quota violations ✓ - - Increase the quota and restart the container
Network device breakdown ✓ - ✓ Test network devices and optimize network transport routes allocation

Incorrect data exchange ✓ - ✓ Check error detection and correction mechanisms
Incorrect network configuration ✓ - - Check the configuration of the network transport protocols

lization may be lower than normal level, it does not indicate
a system failure.

Limitations of Logs. Since logs are semi-structured text
generated by logging statements in software source code [17],
they rely significantly on developers’ domain knowledge. Con-
sequently, certain nuanced performance issues, such as anoma-
lous memory utilization, may not be adequately reflected
in the logs, rendering it impossible to diagnose “Resource
underprovisioning” failures (Table I).

Limitations of Traces. The information reflecting calls
between microservice instances does not provide information
about what is happening inside the instance [18]. This lack of
information makes it unfeasible to diagnose “System compo-
nent damage” failures through tracing alone (Table I).

Due to the above limitations, recent studies have explored
multimodal data fusion for enhanced failure diagnosis [19],
[20]. However, these approaches often fall short of achieving
sufficiently deep integration of heterogeneous data sources.
This limitation in effectively capturing the complex interde-
pendencies between different modalities consequently hinders
diagnostic accuracy. Furthermore, the predominant reliance
on supervised learning frameworks in these existing methods
introduces a significant dependency on labeled data, restricting
their flexibility and generalization capabilities, particularly
when confronted with novel failure patterns or evolving system
architectures.

Much research has demonstrated that knowledge graph
(KG) is a potent technique for combining multimodal in-
formation [22], [23]. It can capture entity characteristics for
subsequent failure detection and triage. Therefore, we try

to apply KG to fuse multimodal data for failure diagnosis
(i.e., failure detection and triage). However, applying KG to
achieve failure diagnosis through multimodal data faces the
following challenges:

1) The immense volume of monitoring data generated by
microservices systems [2], makes it challenging to in-
tegrate all the data into the KG in the form of enti-
ties and relations. Furthermore, as aforementioned, the
multimodal data is heterogeneous. The fusion of these
heterogeneous data in a KG poses significant challenges.

2) The relations between entities in the KG manifest as a
heterogeneous composition, capturing not only the states
of distinct events within a given microservice instance but
also the intricate interactions and resource-sharing across
different instances. Moreover, the temporal variations in
instance states and the dynamic fluctuations in the number
of instances [24], [25] present notable obstacles in ef-
fectively acquiring temporal and heterogeneous structural
information from a KG. Furthermore, deriving graph
representations from dynamic node embeddings adds to
the complexity of the challenge.

In this paper, we propose UniDiag, a novel approach
for integrating the multimodal data in microservice systems
and conducting failure diagnosis. It first fuses multimodal
data using a temporal knowledge graph (TKG), which is
constructed by temporally stacking KG snapshots to capture
system dynamics [26]. This method enables the effective
fusion of multimodal data. Subsequently, a novel microservice-
oriented graph embedding (MOGE) method is employed to
generate graph representations of the TKG, encoding its rich
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structural and temporal information. The main contributions
of this paper are as follows:

1) UniDiag considers the heterogeneity and correlation of
three modalities of data (i.e., metrics, logs, and traces)
and combines these data with TKG. To the best of our
knowledge, we are among the first to apply the KG-based
method to fuse the three modalities of data for failure
diagnosis.

2) To decrease the number of entities present in KG and fuse
the heterogeneous data, we propose a simple yet effective
stream-based anomaly detection method, addressing the
first challenge.

3) To obtain the comprehensive state representation of a
microservice system, we propose a novel MOGE method,
integrating the Relation-aware Graph Convolutional Net-
work (R-GCN) [27], Gate Recurrent Unit (GRU) [28] and
second-order pooling (SOPOOL) [29], which addresses
the second challenge. R-GCN and GRU effectively cap-
ture the heterogeneous structural and temporal informa-
tion of entities and relations in the TKG, respectively.
Furthermore, we utilize SOPOOL to learn a comprehen-
sive graph representation of dynamically changing KGs
by leveraging the node embeddings.

4) We assess the efficacy and efficiency of UniDiag by
conducting experiments on two benchmark microservice-
generated datasets. Our findings reveal that UniDiag
achieves online diagnosis within 0.6 seconds and exhibits
robust generalization across diverse microservice sys-
tems. Furthermore, we observe that UniDiag outperforms
the baseline methods, as evidenced by an average F1-
score of 0.869 and 0.723 for failure diagnosis on the
respective datasets, representing a significant improve-
ment of 0.117 and 0.04 compared to the best-performing
baseline methods, respectively. Beyond achieving su-
perior performance on known failure types, UniDiag
demonstrates promising capabilities for diagnosing pre-
viously unseen failure types, highlighting its potential
for real-world deployment scenarios. To ensure better
reproducibility, we have made our code and data publicly
available [30].

II. RELATED WORK

Various methodologies exist for diagnosing failures through
metric analysis. For instance, iSQUAD [8] labels root causes
and features for different failure clusters, while Pattern-
Matcher [9] employs coarse-grained anomaly detection and a
pattern classifier to identify anomalous patterns. DéjàVu [10]
trains a model using historical failures and system dependen-
cies.

Log analysis is also pivotal for diagnosing microservice
system failures. LogCluster [11] clusters log sequences to de-
termine failure types. Yuan et al. [12] use supervised methods
to extract features from anomalous logs and correlate them
with failure behaviors, requiring extensive manual labeling.

MEPFL [14] predicts errors and failure types for trace
instances based on system trace data. However, methods like
those in [31]–[33] using traces for anomaly detection or root
cause localization do not specify failure types.

Several studies integrate multimodal data for anomaly
detection or root cause localization [18]–[20], [34]–[37].
CloudRCA [20] combines metrics and logs with a Knowledge-
informed Hierarchical Bayesian Network for root cause anal-
ysis. MicroCBR [34] embeds anomaly event sequences into a
failure knowledge graph for case retrieval and failure triage.
DiagFusion [19] uses embedding techniques and a Graph
Neural Network to determine failure types. Eadro [18] models
intra-service dynamics and inter-service dependencies using
traces, logs, and KPIs for anomaly detection and root cause
localization. TAD [35] employs a Transformer encoder model
to identify failures and utilizes tracing chains to pinpoint
faulty services. HeMiRCA [36] utilizes Spearman correlation
to localize hierarchical root causes. MULAN [37] localizes
root causes by co-learning a causal graph from metrics and
logs. However, none of these approaches, including Eadro,
TAD, HeMiRCA, and MULAN offer comprehensive triage of
failure types in microservice systems.

III. MOTIVATION AND PROBLEM STATEMENT

A. Motivation

Our goal is to recommend to the operators the occurrence
and type of failure based on the latest multimodal data to
help operators quickly take the correct mitigation measures.
We refer to this as failure diagnosis, which includes failure
detection and triage, which facilitates a more comprehensive
identification and comprehension of diverse failure types [5],
[6], [38]. Table I lists typical failures encountered in microser-
vice systems, showcasing the corresponding manifestations
of these failures on multimodal data and the corresponding
mitigation measures. The failure types are designated based
on their underlying root causes [21]. Nevertheless, the primary
objective of our research in this study centers on failure
diagnosis rather than the subsequent remediation of failures.

Our examination of 164 microservice system failure cases
collected from benchmark microservice systems (see §VI-A
for more details) determined that the fusion of multimodal data
holds crucial significance in detecting and triaging failures.
During failures, anomalies can be observed in metrics [8]–
[10], logs [11], [12], and traces [31]. Moreover, different types
of failures exhibit distinct anomalous patterns across these
multimodal data [18].

1) The Role of Metric in Failure Diagnosis: As shown in
Fig. 1(a), the metric data is defined as x = {x1, x2, . . . , xT },
where T is the observation window length and xt ∈ R repre-
sents the observation at time t. Metrics are crucial for gauging
proper system functioning. When a microservice instance
experiences failures, the associated metrics (e.g., memory
utilization, disk I/O, CPU utilization, and network through-
put) frequently exhibit abnormal patterns. Therefore, operators
must remain vigilant in continuously monitoring the metrics.

2) The Role of Log in Failure Diagnosis: As shown in
Fig. 1(b), a log message often contains multiple fields, includ-
ing timestamp, node ID, and detailed information, etc. The
detailed information field is unstructured and usually contains
constants and variables. The constants are fixed texts the
developers set to describe system event entities and relations.
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In contrast, the variables carry dynamic runtime information
(e.g., IP address, file name, status code, etc.) [17]. Various log
parsing algorithms, such as Drain [39] and FT-tree [40], can
automatically distinguish the constants and the variables, and
generate log templates (constants) and parameters (variables).
System states and significant events at various critical points
are the main function of logs [41]. Diagnosing microservice
system failures can be effectively facilitated by analyzing the
diverse anomalous behaviors manifested in logs.

3) The Role of Trace in Failure Diagnosis: The microser-
vice systems encompass a significant volume of asynchronous
interactions between instances of microservices, which involve
intricate invocation chains [2]. As shown in Fig. 1(c), the
mutual invocations between instances can be represented as
trace trees, where one invocation request corresponds to one
trace. Each span corresponds to one service invocation, having
a span ID and a parent ID to reconstruct the calling relations
between individual spans [42]. The trace data, which contains
response time, status codes, and request frequency, etc., can
be crucial indicators for failures [14].

4) Multimodal Data Fusion: For instance, consider a “Net-
work device breakdown” failure may result in increased
network packet errors for affected services. While metrics
alone might indicate anomalies, identifying the failure type
remains challenging without additional contextual information.
By integrating metrics with traces, which expose disrupted
communication paths between services, operators can more
precisely diagnose the underlying network device failure.

In light of the above observations, a novel approach for
the fusion of multimodal data to enable effective failure
diagnosis has been conceptualized. This has culminated in the
development of UniDiag.

It is worth noting that in our study, data collection is
conducted with distinct granularity levels to capture com-
prehensive insights. Metrics and logs are collected at the
microservice instance level, gaining a detailed understanding
of the performance and the events within individual microser-
vice instances, respectively. Meanwhile, traces are collected at
the microservices system level, revealing intricate interactions
and dependencies among the microservices and facilitating a
holistic understanding of the whole system. This multi-faceted
analysis, encompassing various levels of data granularity,
enables UniDiag to deliver a comprehensive assessment of the
microservices system and empowers accurate failure diagnosis.

B. Problem Statement

The fine-grained decomposition of microservices makes the
system susceptible to performance issues due to highly com-
plex orchestration and dynamic interactions. Failure diagnosis
is the core of microservice system maintenance, which enables
operators to resolve failures effectively.

Our goal is to recommend to the operators the occurrence
and type of failure based on the latest multimodal system
monitoring data to help operators quickly take the correct
recovery measures. We refer to this as failure diagnosis, which
includes failure detection and triage. The detection and triage
of failures facilitate a more comprehensive identification and

comprehension of diverse failure types, thereby enabling the
implementation of suitable remedial actions [5], [6], [38].
For example, metrics, logs, and traces are the most direct
signals that characterize underlying failures [43]. Table I lists
typical failures encountered in microservice systems, show-
casing the corresponding manifestations of these failures on
multimodal data and the corresponding remedial measures.
The failure types are designated based on their underlying
root causes [21]. Nevertheless, the primary objective of our
research in this study centers on failure diagnosis rather than
the subsequent remediation of failures.

IV. PRELIMINARIES

A. Temporal Knowledge Graph

A TKG incorporates temporal information into a static KG
by extending the triple (h, r, t) into a quadruple (h, r, t,
τ ), where h represents the head entity, t represents the tail
entity, r represents the relation, τ provides additional temporal
information about the fact of the triple, indicating that the fact
is valid at time τ . KG can effectively combine multimodal
data, and since metrics, logs, and traces change dynamically
over time, using TKG allows for the accurate representation
of the microservice system’s state.

B. R-GCN

To capture the multiple relations in the graph, R-GCN [27]
models different relations for the central node separately while
adding self-looping features for feature fusion and contin-
uously updating the representation of the central node. In
KGs, different edge types convey distinct information, and
the direction of edges plays a crucial role in determining the
underlying facts. Therefore, in our work, we employ R-GCN
to capture not only the states of individual events within a
specific microservice instance but also the intricate relations
among diverse instances.

C. GRU

Recurrent Neural Network (RNN) [44] is a powerful model
for processing sequential data [45]. However, it cannot solve
problems such as long-term memory and gradients in back-
propagation. Long-Short Term Memory (LSTM) [46] and
GRU [28] have been proposed to address this issue. GRU
and LSTM are similar in functional performance in many
cases [47], but compared to LSTM, GRU has fewer parameters
and is more computationally efficient. Therefore, we choose
GRU in UniDiag.

V. APPROACH

A. Overview

As shown in Fig. 2, UniDiag has two parts: offline training
and online diagnosis. In the offline training stage, UniDiag
consists of three main steps:

1) Multimodal Temporal Knowledge Graph Construc-
tion (§V-B). To address the first challenge of KG, we
introduce a stream-based anomaly detection module. It
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Fig. 2: The framework of UniDiag.

first serializes the multimodal data into streams based on
their characteristics, and then conducts anomaly detection
for each stream. To deal with the dynamically changing
data, UniDiag builds a TKG based on the topological
relations of microservice systems.

2) MOGE (§V-C). To address the second challenge, Uni-
Diag combines R-GCN, GRU, and SOPOOL. R-GCN
leverages its ability to handle multi-relational graphs to
learn the structural information within the TKG. GRU,
on the other hand, captures long sequence dependencies
to learn the temporal information within the TKG. Lastly,
SOPOOL pools the TKG to capture high-level features
within the graph.

3) Failure Diagnosis (§V-D). A hierarchical clustering
approach is used to perform failure diagnosis on the
learned graph embeddings to obtain a number of clusters.
Then, UniDiag presents these clusters to operators who
investigate and assign corresponding normal or failure
types to each cluster.

In the online diagnosis (§V-E) stage, UniDiag converts the
data into a graph representation vector and diagnoses the
failure type based on the trained model (§ V-D).

B. Multimodal Temporal Knowledge Graph Construction

KG representations, characterized by their structured nodes
and edges, elucidate the relationships among diverse data
sources within microservice systems. This structured approach
enhances the comprehension of complex dependencies and
facilitates the analysis of failure patterns. Temporal Knowledge
Graphs (TKGs) offer significant flexibility and scalability,
adeptly capturing the dynamic nature of microservices. Their
ability to accommodate updates ensures real-time accuracy,
which is essential for effective monitoring in rapidly evolving
environments. UniDiag applies TKGs to enhance the fusion of
heterogeneous multimodal data. The TKGs can be viewed as
a series of sub-KGs, i.e., G = (Gτ−k+1, ..., Gτ−1, Gτ ), where
Gτ is the KG at time τ . We try to utilize all instances, metrics,
and log templates in the microservice system as nodes in Gτ .

Serializing Multimodal Data. As shown on the left side
of Fig. 3, we need to serialize multimodal data of each

microservice instance to obtain multimodal information at
each time point.

1) Metric Serialization. Metrics appear in the form of time
series with a serialized structure. Therefore, UniDiag
adopts standard preprocessing steps such as normaliza-
tion.

2) Log Serialization. Logs, as semi-structured text, encap-
sulate crucial information regarding system events [17].
UniDiag employs the Drain algorithm [39] to extract
fixed text segments, referred to as log templates, which
preserve the core semantic content essential for effective
analysis [48]. Utilizing the sliding window technique,
UniDiag segments the logs and quantifies the occurrence
frequency of each log template per minute. These fre-
quencies are subsequently transformed into time series
data, aligning with metrics for comprehensive analysis.

3) Trace Serialization. UniDiag concentrates on three piv-
otal metrics for traces: response time (RT), error count
(EC), and query count (QC) [32]. These metrics are es-
sential for identifying anomalies related to performance,
reliability, and traffic [32]. Specifically, to ensure a com-
prehensive evaluation, we divide the data into one-minute
time windows and obtain the values of the three critical
metrics within each window. Accordingly, we generate
three time series for each tuple <caller, callee>, each
reflecting the average response time, query count, and
error count, respectively.

Capturing Microservice Dependencies. Understanding the
intricate dependencies between microservices is crucial for ef-
fective failure diagnosing [19]. These dependencies primarily
consist of function calling and resource contention [49]. To
accurately model these interdependencies, we integrate traces
and deployment data. Specifically, we aggregate trace data
to represent the invocation relations between microservices,
adding a directed edge in the KG from each caller to its
corresponding callee. Additionally, when two instances are co-
deployed according to the deployment data, we introduce a
directed edge in the KG from the instance to the physical host
associated with the deployment data.

Transforming Time Series Data into Events. The intuitive
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idea is to regard the invocation and deployment relations
between instances, the value of metrics data, the number
of log templates, and the value of three vital trace-related
metrics data as edges. However, this will bring excessively
high calculation and storage costs for subsequent tasks, making
real-time failure diagnosis impractical. Therefore, UniDiag
applies a stream-based anomaly detection approach to trans-
form these time series into events and capture the underlying
characteristics of the multimodal data. As shown in the middle
part of Fig. 3, we adopt the 3-sigma rule to classify the time
series data as normal, excessively high, and unexpectedly low
every minute, then the type of the edge is set accordingly.
Specifically, the edge settings in Gτ are as follows:

The edge of an instance-type object represents whether it
is a normal or anomalous call, and this classification depends
on whether the current values of the three key trace-related
metrics are normal, excessively high, or unexpectedly low.
Moreover, the edge of a metric-type (log-template-type) object
represents whether the current metric (log) data is normal,
excessively high, or unexpectedly low. UniDiag stores this
information on the edges of the KG.

Constructing the TKG. At time τ , UniDiag utilizes the
output obtained from stream-based anomaly detection to derive
the quadruples required for constructing a TKG. For exam-
ple, the representation of a quadruple between microservice
instance S1 and metric m1 is indicated as (S1, has a normal
value of, m1, τ ), whereas the representation of a quadruple be-
tween microservice instance S1 and log template l1 is denoted
as (S1, has an excessively high number of, l1, τ ). Concerning
trace data, we utilize “anomalously calls” and “normally calls”
to identify whether the trace-related metrics are anomalous
or not. For instance, the quadruple representation for calls
between two microservice instances S1 and S2 is expressed as
(S1, anomalously calls, S2, τ ). Moreover, the relation between
microservice instance S1 and host H1 is presented as (S1,
deploys at, H1, τ ). Finally, UniDiag builds a comprehensive
KG (τ ) based on the serialized data and the topological relation
between microservice instances. UniDiag stacks the KGs of

each moment together to form a graph stream (i.e., a TKG).

C. Microservice-Oriented Graph Embedding
To learn the nodes and edges information in TKG, UniDiag

uses entity and relation embedding. We apply R-GCN and
GRU to take into account the structural and temporal infor-
mation of entities and relations, respectively.

Capture Structural Dependency. Each graph in the TKG
contains rich facts, and the interconnection between entities
demonstrates a structural dependency. Exploiting the structural
dependency enables the central entity to aggregate information
from its surrounding neighbors and enhance the learning of
entity representations. UniDiag uses L-layer relation-aware
GCN as an evolutionary unit to model the concurrent facts
of structural dependency information. Each entity et,τ obtains
information from itself, its connected neighboring entities eh,τ ,
and the relation r at time τ , and passes down to the next layer:

e⃗k+1
t,τ = f(

1

δt

∑
(h,r),∃(h,r,t)∈ϑτ

γk
1 (e⃗

k
h,τ + r⃗τ ) + γk

2 e⃗
k
t,τ ) (1)

where ϑτ is the set of facts at timestamp τ , k ∈ [0, L − 1],
e⃗kh,τ , r⃗τ , e⃗kt,τ denote the kth layer embeddings of entities h,
relation r, and entities t at time τ , respectively. γk

1 and γk
2

are the parameters for aggregating features and self-loop in
the kth layer. e⃗kh,τ + r⃗t represents the relational translation
between the head entity and the tail entity under relation r. δt
is a normalization constant, equal to the in-degree of entity t.
f(·) is the RReLU activation function.

Capture Temporal Information. A TKG contains in-
formation about the dynamic evolution of KGs over time.
UniDiag utilizes two temporal gating components to model the
sequential information of entities and relations, respectively.

The embedding of all entities at time τ is determined by
the final layer output of the relation-aware GCN at time τ and
the entity embedding representation at time τ − 1. Formally,

Eτ = Uτ ◦ EL
τ + (1− Uτ ) ◦ Eτ−1 (2)
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where E ∈ R|E|∗d denotes the entity embedding matrix, E is
the set of entities, and d is the dimension of the embeddings.
◦ denotes the Hadamard product. The temporal gate Uτ ∈
R|E|×d conducts nonlinear transformation.

The embedding of a relation at time τ is influenced by Eτ−1

and er,τ , which can be formulated as:

r⃗
′

τ = [pooling(Eτ−1, er,τ ); r⃗] (3)

where r⃗ is the embedding of relation r, er,τ is the set of r-
related entities, pooling denotes the mean pooling operation,
and [; ] denotes the vector concatenation operation.

UniDiag uses the GRU component to obtain the embedding
of all relations:

Rτ = GRU(Rτ−1, R
′
τ ) (4)

where R ∈ R|R|∗d denotes the relation embedding matrix, and
R is the set of relations.

Our goal is to diagnose failures in the entire microser-
vice system, so we need to learn the graph embeddings of
the KG at each moment to perform downstream diagnostic
tasks. Because microservice instances are dynamically created
and deleted in the microservice system, the deployment and
invocation relation also change dynamically [24], [25]. That
is, the KGs in the constructed TKG can be different, which
brings challenges for subsequent failure detection and triage.
Moreover, there is no inherent ordering relation among the
nodes in the graph, and we get the same output by using any
order of node representation as input.

SOPOOL [29] collects second-order statistics from the
information of all nodes. It captures the correlations among
features and topology information in graph representation
learning [29]. In this way, it can help UniDiag address the
above challenge. Therefore, UniDiag uses SOPOOL to obtain
a graph representation based on node representation. UniDiag
transforms the entity embedding matrix E using a linear
mapping to obtain the embedding of the graph:

SOPOOL(E) = ETEµ (5)

where µ ∈ Rd is a trainable vector.
These graph embeddings, encapsulating the rich informa-

tional content of three distinct monitoring data (metrics, logs,
and traces) gathered during microservice system operation,
effectively capture the nuanced patterns embedded within each
modality. This comprehensive representation, derived from
the fusion of heterogeneous data sources, enables a more
discriminating differentiation between various failure types,
thereby facilitating increased accuracy in downstream failure
diagnosis tasks.

We train the MOGE model with the KG inference task of
the TKG. Specifically, the inference is performed on the KG
of the next moment based on the KG of the current moment,
and a cross-entropy loss is computed according to the result
of the inferred and the actual KG of the next moment.

D. Failure Diagnosis
UniDiag trains failure diagnosis models using various fail-

ure features. Initially, the number of clusters n is set based

on operators’ prior knowledge. UniDiag then clusters the
embedded representations of multimodal TKGs according to
n. The farthest distance between cluster centers defines the
distance threshold d.

We employ hierarchical agglomerative clustering (HAC) for
the following reasons: (1) it uses a “bottom-up” approach to
identify hierarchical relations; (2) it is easy to define and
flexible with distance similarities and rules; (3) it handles
clusters of different sizes; and (4) it is widely used in failure
diagnosis [13], [50], [51]. Operators label each cluster with
a specific failure type using a typical case, thus reducing
annotation effort by labeling only the typical case closest to
each cluster center.

E. Online Diagnosis and Update
For a new window’s multimodal data, UniDiag calculates

the distance between the failure’s embedding and the existing
cluster centers, mapping the failure to the nearest cluster. If
the distance is less than d, the failure is classified according
to the nearest cluster center. Otherwise, a new cluster is
created and labeled by operators, who then update UniDiag
accordingly. Discrepancies between UniDiag’s diagnosis and
operators’ verification result in cluster set updates, enhancing
performance.

UniDiag is initially deployed in a limited number of scenar-
ios and gradually expanded as it stabilizes. Failures identified
in one scenario can inform diagnoses in other scenarios,
allowing operators to build a comprehensive knowledge base
of failure types. This enables quick labeling of new failures,
thereby improving diagnosis efficiency and mitigation.

F. Computational Complexity Analysis
To evaluate the computational efficiency of UniDiag, we

conduct a complexity analysis of two critical components:
Multimodal Temporal Knowledge Graph Construction and
Microservice-Oriented Graph Embedding. In the Multimodal
Temporal Knowledge Graph Construction phase, the time
complexity for serializing multimodal data is determined by
the number of data entries at each timestamp. Constructing
the knowledge graph entails the insertion of nodes and edges.
Assuming the number of nodes is |Eall| and the number
of edges is |Rall|, the complexity is O(|Eall| + |Rall|). In
the Microservice-Oriented Graph Embedding phase, the time
complexity for capturing structural dependencies is O(|F|L),
where |F| denotes the maximum number of concurrent facts
within the knowledge graph. Additionally, the time complexity
for capturing temporal information is O(|Esub||R|), where
|Esub| is the maximum number of entities involved in the
relationships, and |R| is the size of the relation set.

VI. EVALUATION

We aim to answer the following research questions (RQs):
RQ1: How effective does UniDiag perform in failure diagno-
sis?
RQ2: Does each component contribute to UniDiag?
RQ3: Does each data modality contribute to UniDiag?
RQ4: Is UniDiag computationally efficient?
RQ5: What is the impact of different hyperparameter settings?
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TABLE II: Dataset information

Dataset #Instances #Failures #Records

D1 17 126
metric 3,677,426
log 1,569,917
trace 520,674

D2 46 252
metric 349,648
log 3,048,094
trace 5,288,134

A. Experimental Setup

Dataset. To evaluate UniDiag, we conduct extensive ex-
periments using two datasets, D1 and D2, sourced from
distinct microservice systems with varying business contexts
and architectures. Table II details the datasets. Both datasets
are split into training (the initial 70% of failure cases) and
testing (the remaining 30%) sets based on their start time.

Dataset 1 (D1), derived from CloudWise’s Generic AIOps
Atlas (GAIA)1, serves as a benchmark for microservice fail-
ure diagnosis [19], [52]–[54]. GAIA data, primarily from
CloudWise’s MicroSS simulation system, encompasses com-
prehensive monitoring data and simulated failures. We test
four types of failures: “Memory resource underprovisioning”,
“System component damage”, “Filesystem misconfigurations”,
and “Access control errors”.

Dataset 2 (D2) originates from a simulated e-commerce
application utilizing microservices. It includes a variety of
real failure injections to replicate e-commerce operational
challenges. This dataset encompasses dynamic service topolo-
gies, real-time traces, metrics, and logs. We test five types
of failures: “CPU resource underprovisioning”, “Memory re-
source underprovisioning”, “Disk resource underprovision-
ing”, “System component damage”, and “Container resource
quota violations”.

Implementation. UniDiag is implemented in PyTorch, and
all of the experiments are conducted on a Linux Server with
64 16C32T Intel(R) Xeon(R) Gold 5218 CPU @ 2.30GHz,
two NVIDIA(R) Tesla(R) V100S, and 187.5 GB RAM. As
for the hyperparameters, the number of layers and the hidden
size in R-GCN are 2 and 50, respectively. The dimension of
graph embedding is 100.

Baselines. We compare UniDiag with the following base-
line methods: iSQUAD [8], DéjàVu [10], LogCluster [11],
Cloud19 [12], MEPFL [14], CloudRCA [20], MicroCBR [34],
and DiagFusion [19], which are based on either single-modal
or multimodal data. We implement these methods referring to
the codes provided by the original papers. For the papers with-
out open-source codes, we set the hyperparameters according
to the descriptions provided in the respective papers.

Evaluation Metrics. In the task of failure diagnosis, distinct
labels are assigned to each type of failure. Hence, to assess
multi-label tasks, we utilize the extensively employed evalua-
tion metrics known as Weighted Average Precision, Weighted
Average Recall, and Weighted Average F1-score [55]. For

1https://github.com/CloudWise-OpenSource/GAIA-DataSet

each label, we perform calculations to determine the respective
precision = TP/(TP +FP ), recall = TP/(TP +FN), and
F1-score = 2 × precision × recall/(precision + recall),
with True Positives (TP ), False Positives (FP ), and False
Negatives (FN ). Subsequently, these metrics are averaged
by applying weighting based on the support, representing the
number of true cases associated with each label.

Furthermore, in the ablation experiments, we employ two
widely acknowledged metrics, namely Normalized Mutual
Information (NMI) [56] and Clustering Accuracy (ACC) [57],
to evaluate the performance of UniDiag. NMI is a commonly
used evaluation metric for clustering results, which measures
the consistency between clustering results and ground-truth
class labels. Formally,

NMI = −
2×

∑
i

∑
j

(
|Ti ∩Qj | × log

(
C×|Ti∩Qj |
|Ti|×|Qj |

))
∑

i

(
|Ti| × log

(
|Ti|
C

))
+

∑
j

(
|Qj | × log

(
|Qj |
C

))
(6)

where C is the total number of cases, Ti and Qj denote the
i-th class of the ground truth and the j-th cluster generated by
the clustering algorithm, respectively.

ACC elucidates the correspondence between clustering re-
sults and ground-truth class labels by quantifying the degree
to which each cluster encompasses data points belonging to
the respective ground-truth class. ACC can be calculated as
follows:

ACC(x, x̂) =
1

C

C∑
c=1

δ (xc = x̂c) (7)

where x and x̂ denote the actual class labels of the results
and the labels that match the ground truth best, respectively.
δ denotes the Kronecker delta.

B. Overall Performance (RQ1)

Table III presents the number of labeled samples (failures
needing labeling) and the overall performance comparison
on the two datasets. The quantity of labeled data for each
baseline is tailored to its specific requirements. We empirically
determine the optimal number of labeled samples for meth-
ods without explicit labeling needs by conducting multiple
experiments with varying labeled sample numbers, selecting
the best configuration. Notably, the labeled samples are only
a subset of the training data, while larger datasets are used
for training and testing to ensure comprehensive learning and
robust evaluation. A key distinction is that MEPFL [14] labels
anomalous traces, unlike other methods that label failure cases.
Table III details the number of traces needing labeling for
MEPFL. UniDiag outperforms all baselines on both datasets,
achieving an impressive Weighted Average F1-score of 0.869
and 0.723, respectively.

iSQUAD [8] diagnoses failures using ground truths from
similar failures but lacks historical failure integration, risking
errors from noise and fluctuations. DéjàVu [10] trains a
model with historical failures and Failure Dependency Graphs
(FDGs), requiring many labeled cases. Both methods rely
on metric data, lacking comprehensive features, resulting in
poor performance. LogCluster [11] struggles to parse log

https://github.com/CloudWise-OpenSource/GAIA-DataSet
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TABLE III: Effectiveness and efficiency of failure diagnosis

Method
D1 D2

Labeled
Samples Precision Recall F1-score Offline

Time
Online
Time

Labeled
Samples Precision Recall F1-score Offline

Time
Online
Time

UniDiag 15 0.884 0.868 0.869 3720.33s 0.32s 20 0.73 0.724 0.723 4098.57s 0.59s
iSQUAD [8] 4 0.642 0.658 0.645 25.09s <0.01s 5 0.702 0.684 0.65 61.81s <0.01s
DéjàVu [10] 88 0.678 0.684 0.674 118.92s <0.01s 176 0.647 0.553 0.571 2590.32s <0.01s

LogCluster [11] 11 0.518 0.579 0.534 0.12s <0.01s 6 0.603 0.684 0.635 0.33s <0.01s
Cloud19 (RF) [12] 88 0.74 0.7 0.713 189.00s 0.03s 176 0.601 0.632 0.613 99.00s 0.03s

MEPFL (MLP) [14] 47,022 0.619 0.600 0.599 452.30s <0.01s 167,468 0.558 0.556 0.417 824.65s <0.01s
CloudRCA [20] 88 0.676 0.605 0.581 25.88s 0.04s 176 0.855 0.6 0.683 44.56s 0.06s
MicroCBR [34] 20 0.74 0.7 0.713 - 0.10s 45 0.924 0.489 0.443 - 0.28s
DiagFusion [19] 88 0.743 0.77 0.752 0.02s <0.01s 176 0.7 0.663 0.676 0.06s <0.01s

TABLE IV: Effectiveness of the models dealing with new types of failures

Method
D1 D2

Precision Recall F1-score Precision Recall F1-score

UniDiag 0.798 0.726 0.73 0.666 0.692 0.669
iSQUAD [8] 0.376 0.387 0.345 0.349 0.442 0.366

LogCluster [11] 0.449 0.533 0.462 0.487 0.566 0.509

entries into meaningful events, missing semantic information.
Cloud19 [12] fails to address polysemy and uses a limited
context window, missing broader contextual information and
leading to suboptimal performance.

MEPFL [14] uses a supervised learning model through
traces, relying on labeling all anomalous trace patterns.

CloudRCA [20] combines logs and metrics but ignores
the microservice system’s topology, missing crucial features.
It also requires many labeled historical failure cases, and
insufficient training samples harm its performance. In contrast,
UniDiag excels in failure diagnosis, achieving a significantly
higher Weighted Average F1-score than existing methods.

UniDiag demonstrates superior performance in failure di-
agnosis compared to MicroCBR [34] and DiagFusion [19] by
integrating both normal and failure data, thereby capturing a
holistic view of the system state and mitigating information
loss. Unlike MicroCBR, which is constrained by its reliance
on failure data alone, and DiagFusion, which depends heavily
on labeled historical cases, UniDiag employs TKG and MOGE
to provide a comprehensive temporal representation of the
microservice system’s state, effectively modeling complex
dependencies and interactions.

RT and invocation paths reflect anomalous patterns in trace
data, while EC and QC are key for detecting reliability and
traffic failures. MicroCBR uses only RT for anomaly detection,
and DiagFusion uses RT and EC, potentially leading to inac-
curate diagnoses. In contrast, UniDiag uses invocation paths,
RT, EC, and QC to construct a knowledge graph, incorporating
rich information for more accurate failure diagnosis.

Frequent failure scenarios in historical data can be swiftly
and accurately identified through observation and practice.
However, as the microservice architecture evolves and de-
velops, new types of failures, that is, undiscovered types of
failures that have never occurred or occurred less frequently
in the past, often manifest within the microservice systems.

To evaluate UniDiag’s robustness in diagnosing new failure

types, we select distinct failure types from diverse datasets
and excluded associated samples from the training set. Given
that supervised methods cannot diagnose new failure types
and MicroCBR can only match new cases with existing types,
we used iSQUAD and LogCluster as baselines. As listed in
Table IV, by averaging the results of each new failure type
diagnosis on the same dataset, we calculate the precision,
recall, and F1-score. UniDiag significantly outperforms the
other methods. iSQUAD and LogCluster, limited to single-
modal data, fail to detect some failures, resulting in numerous
false positives and negatives. In contrast, UniDiag’s fusion of
three modalities of monitoring data captures unique features
from each modality, leading to comprehensive representation
learning for each failure type. This demonstrates that multi-
modal data fusion enhances UniDiag’s performance.

C. Contribution of Key Components (RQ2)
To show the effectiveness of UniDiag’s key techniques

(i.e., , entity embedding, graph embedding, and clustering),
we creat five variants (C1-C5) by substituting these techniques
with common or state-of-the-art alternatives: (1) C1 uses RE-
NET [58] instead of MOGE for learning entity embedding. (2)
C2 uses TANGO [59] instead of MOGE for learning entity
embedding. (3) C3 uses mean pooling instead of MOGE for
learning graph embedding. (4) C4 uses DBSCAN instead of
HAC. (5) C5 uses K-means instead of HAC.

Table V demonstrates that UniDiag outperforms all variants
on two datasets, underscoring the significance of each compo-
nent. Substituting MOGE with RE-NET (C1) or TANGO (C2)
results in decreased performance. RE-NET’s use of subgraph
aggregators and GRUs neglects the structural dependencies
and static attributes in TKGs, leading to the potential loss or
mixing of historical facts. TANGO’s Neural Ordinary Differ-
ential Equations (NODE) [60] are better suited for continuous
time domains and fail to capture patterns in the discrete
snapshots of TKGs amidst frequent microservice changes.



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2021 10

TABLE V: Experimental results of ablation study

Dataset Method NMI ACC Precision Recall F1-score

D1

UniDiag 0.783 0.868 0.884 0.868 0.869
C1 0.538 0.658 0.567 0.632 0.587
C2 0.634 0.737 0.699 0.684 0.687
C3 0.764 0.789 0.728 0.737 0.73
C4 0.663 0.658 0.521 0.632 0.547
C5 0.759 0.816 0.781 0.763 0.763

D2

UniDiag 0.602 0.75 0.73 0.724 0.723
C1 0.368 0.566 0.392 0.171 0.203
C2 0.573 0.697 0.583 0.671 0.617
C3 0.558 0.684 0.655 0.671 0.662
C4 0.651 0.724 0.413 0.461 0.416
C5 0.538 0.671 0.679 0.618 0.638

Replacing MOGE with mean pooling (C3) degrades perfor-
mance as traditional pooling methods (e.g., mean pooling) can-
not effectively characterize features. SOPOOL, by modeling
general graph information correlations, captures long-distance
feature information more effectively.

Substituting HAC with DBSCAN or K-means (C4 & C5)
also reduces performance. HAC is robust to random initial
values and can identify outliers in KGs. DBSCAN, a density-
based method, is insensitive to noise and outliers, making it
unsuitable for failure detection. K-means struggles with non-
spherical and varied-sized clusters, and the choice of initial
cluster centers significantly affects the results.

D. Contribution of Each Modality (RQ3)

We conduct ablation experiments to examine the contri-
butions of different data sources by creating the following
variants: (1) UniDiag w/o M drops metrics while inputs logs
and traces. (2) UniDiag w/o L drops logs while inputs metrics
and traces. (3) UniDiag w/o T drops traces while inputs
metrics and logs.

TABLE VI: Contributions of diverse data sources

Dataset Method NMI ACC Precision Recall F1-score

D1

UniDiag 0.783 0.868 0.884 0.868 0.869
UniDiag w/o M 0.733 0.763 0.701 0.737 0.696
UniDiag w/o L 0.717 0.737 0.607 0.737 0.65
UniDiag w/o T 0.675 0.737 0.753 0.737 0.718

D2

UniDiag 0.602 0.75 0.73 0.724 0.723
UniDiag w/o M 0.536 0.684 0.57 0.579 0.569
UniDiag w/o L 0.524 0.645 0.688 0.539 0.582
UniDiag w/o T 0.574 0.711 0.715 0.684 0.693

Table VI indicates that UniDiag’s effectiveness depends on
the integration of all data modalities, with each contributing
differently. Traces contribute the least in D1 and D2, as
indicated by the minor performance drop in UniDiag w/o
T , due to limited trace records and fluctuating RT and QC.
Conversely, UniDiag w/o M shows significant performance
degradation, aligning with observations in Table I.

In conclusion, integrating all three data modalities sig-
nificantly enhances UniDiag’s effectiveness, highlighting the
crucial role of diverse data in improving failure diagnosis.

E. Computational Efficiency (RQ4)
Table III compares the running times of UniDiag with other

baseline methods, covering both offline training and online
diagnosis durations. Notably, UniDiag achieves an average
online diagnosis time of 0.6s, meeting real-time diagnostic
demands, given that data collection intervals for D1 and D2
are at least 30s. However, UniDiag has longer offline training
times due to the entity embedding process, which is influenced
by the size and complexity of the KG and the GCN. Despite
this, UniDiag minimizes the need for frequent retraining.

To test UniDiag’s efficiency on larger datasets, we con-
structed a KG with 2,553 entities and 3,807,420 edges by
replicating nodes and attributes from D1. UniDiag achieved
an average offline training time of 5.12h and an average online
diagnosis time of 4.73s, demonstrating suitability for real-
world deployment. These results confirm UniDiag’s robust
performance on large-scale datasets.

F. Effect of Hyperparameters (RQ5)
We discuss the impact of UniDiag’s three hyperparameters

and different training set sizes. Fig. 4 shows how NMI, ACC,
and Weighted Average F1-score vary with these parameters.

The Number of Layers in Entity Embedding. UniDiag’s
performance declines as the number of GCN layers increases
from 1 to 5, with optimal results achieved at 2 or 3 layers.
An excessive number of layers causes node representations to
converge and lose distinction.

Graph Embedding Dimension. Optimal performance is
observed at a graph embedding dimension of 100. Larger
dimensions risk sparsity, over-fitting, and increased compu-
tational complexity, but they may be suitable for complex
microservice systems.

The Number of Clusters. Increasing the number of clusters
enhances the utilization of training data; however, too many
clusters raise the labeling effort. We select 15 and 20 clusters
for D1 and D2, respectively.

The Size of the Training Set. We evaluated UniDiag
with training set sizes of 30%, 40%, 50%, 60%, and 70%,
using the remaining 30% for testing. Fig. 4 demonstrates that
UniDiag achieves a high Weighted Average F1-score even
with a limited number of failure cases, proving its effectiveness
in real-world scenarios with constrained historical data.

VII. DISCUSSION

A. Lessons Learned
1) Data Collection Granularity: Currently, most IT enter-

prises collect data at minute-level granularity, typically every
1 or 5 minutes [61], [62]. This granularity generally does not
significantly impact the model’s effectiveness. In our approach,
once the metric granularity is set, logs and traces must be
aligned with the metrics.

2) Effectiveness: UniDiag demonstrates superior effective-
ness in failure diagnosis by integrating comprehensive multi-
modal data and leveraging TKGs to capture the full system
state over time. Unlike other methods that rely on limited
data sources, insufficient labeled data, or simplistic models,
UniDiag incorporates a broader range of features, which
ensures accurate diagnosis in microservice systems.
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Fig. 4: Hyperparameters sensitivity on UniDiag.

3) Flexibility: UniDiag’s flexibility is driven by its dynamic
TKG updates and incremental learning. The system continu-
ously adapts to new data, integrating evolving failure patterns
and architectural changes without requiring full retraining,
ensuring it remains effective in diagnosing emerging failures
as the environment evolves.

4) Scalability: UniDiag exhibits a high degree of adapt-
ability to the dynamic nature of microservice architectures.
As microservice instances are created or destroyed, UniDiag
requires only the addition or removal of the corresponding
entities and relations within the TKG. The workflow of Uni-
Diag is inherently general and does not rely on any specific
data modality, thereby maintaining its effectiveness even in
production environments where not all three modalities of data
are concurrently monitored.

B. Threats to Validity

Regarding internal validity threats, the primary concern is
the implementation process. To address this, we conducted
repeated experimental tests and iteratively optimized the ap-
proach. The results presented are averages of multiple trials.

Externally, there are two primary threats. First, the limited
scale of our datasets compared to real-world microservice
systems in production environments restricts generalizability.
These datasets might not fully represent all microservice
systems. Nevertheless, we believe our approach is sufficiently
general. We plan to collaborate with a top-tier Internet service
provider to deploy UniDiag and validate its effectiveness in
real-world scenarios. Second, our datasets may not capture
all failure types compared to industry-collected data. Future
work will involve evaluating our approach on a broader range
of microservice systems, incorporating larger-scale real-world
cases with diverse failure types to address this limitation.

C. Limitations

Based on the conducted experiments, we draw attention to
two primary limitations of UniDiag, as follows:

1) While UniDiag is designed to leverage metrics, logs,
and traces for comprehensive failure diagnosis, it remains
robust even when data from some modalities are un-
available. This is crucial since acquiring synchronized
multimodal data can be challenging in certain microser-
vice deployments. Although UniDiag can function with

missing data sources due to its loosely-coupled nature,
providing all data types maximizes its effectiveness.
Open-source toolkits such as cAdvisor [63] for metrics,
Elasticsearch [64] for logs, and Jaeger [65] for tracing
facilitate monitoring data collection in microservice sys-
tems. These tools simplify equipping microservices with
comprehensive data collection capabilities [18].

2) UniDiag relies on a data-driven approach. If specific
failures do not manifest anomalies in the collected
data, accurate diagnosis becomes challenging. This issue
is common and also recognized in MEPFL [14] and
SCWarn [16].

VIII. CONCLUSION

Recognizing the limitations of relying solely on single-
modal data, which may fail to capture a substantial amount of
crucial information, we present UniDiag as a novel approach
for failure diagnosis. UniDiag fuses multimodal data, includ-
ing metrics, logs, and traces, using TKG. It includes a three-
step process: (1) effective fusion of metrics, logs, and traces
through TKGs, (2) utilization of MOGE for entity embedding
and graph embedding, and (3) training of the failure diagnosis
model to detect failures and identify failure types accurately.
We have conducted extensive evaluation experiments on two
datasets to validate the efficacy, efficiency, and generalization
of UniDiag. The empirical findings affirm the robustness and
effectiveness of UniDiag in achieving accurate and efficient
failure diagnosis. Moreover, to overcome the limitations of the
data-driven approach, a contextual analysis module could ef-
fectively analyze external factors, such as deployment changes
and system updates, which might provide additional clues
about potential failures for more accurate failure diagnosis.
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Y. Sun et al.: HotSpot: Anomaly Localization for Additive KPIs With Multi-Dimensional Attributes

that it is infeasible to do a fair comparison with [19] in the
evaluation section.

IX. CONCLUSION
For an additive KPI with multi-dimensional attributes, it is
a hard problem to localize the overall KPI’s anomaly to
the root cause, which is one (or more) combination of
attribute values in multiple dimensions. Firstly, we consider
this anomaly localization as a search problem with a huge
space. To deal with the huge search space, our proposed
framework, HotSpot, adopts the MCTS approach (the first
time in anomaly localization literature) whose action value
is our novel potential score based on the ‘‘ripple effect’’,
which captures how anomalies propagate from the root cause
throughout the aggregation hierarchy. In addition, we propose
a hierarchical pruning approach to further reduce the search
space. Our experiments based on the data from a real-world
search engine show that HotSpot achieves much better accu-
racy than previous approaches. Our operational experiences
show that HotSpot can reduce the localization time from
about more than 1 hour in manual efforts to less than 20 sec-
onds, and that HotSpot is an approach generally applicable to
the anomaly localization for additive KPI metrics.
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