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ABSTRACT
Many failure root cause analysis (RCA) algorithms for microser-
vices have been proposed with the widespread adoption of mi-
croservices systems. Existing algorithms generally focus on RCA
with ranking single-level (e.g. metric-level or service-level) root
cause candidates (RCCs) with comprehensive monitoring metrics.
However, many heterogeneous RCCs exist with limited observabil-
ity in real-world microservices systems. Further, we find that the
limited observability may result in inaccurate RCA through real-
world failures in eBay. In this paper, for the first time, we propose
to “model RCCs as latent variables”. The core idea is to infer the
status of RCCs as latent variables with related monitoring met-
rics instead of directly extracting features from only the observ-
able metrics. Based on this, we propose LatentScope, an unsuper-
vised RCA framework with heterogeneous RCCs under limited ob-
servability. A dual-space graph is proposed to model both observ-
able and unobservable variables, withmany-to-many relationships
between spaces. To achieve fast inference of latent variables and
RCA, we propose the LatentRegressor algorithm, which includes
Regression-based Latent-space Intervention Recognition (RLIR) to
achieve intervention recognition-based RCA in latent space. La-
tentScope has been deployed in eBay’s production environment
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and evaluated on both eBay’s real-world failures and a testbed
dataset. The evaluation results show that, compared with baseline
algorithms, our model significantly improves the Top-1 recall by
9.7% − 57.9%. The source code of LatentScope and the dataset are
available at https://github.com/NetManAIOps/LatentScope.
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1 INTRODUCTION
As demands of online applications become more complex and di-
versified, microservice systems are increasingly being used in on-
line service systems due to their scalability and flexibility [3]. How-
ever, system failures are inevitable due to frequent change and
scale expansion of microservices [26].Therefore, over the years, an
increasing number of root cause analysis (RCA) algorithms [7, 9,
11, 13, 16, 21, 24] have been proposed to localize failure root cause
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Figure 1: A failure caused by Service 1 in an example mi-
croservice system and their corresponding RCCs. RCCs can
be heterogeneous and multi-layered.

from root cause candidates (RCCs). In microservice systems, observ-
ability tools (such as OpenTelemetry1) are used to monitor the
status of system components by collecting metrics, logs, or traces.
RCA algorithms analyze the root causes based on monitoring data
and output a ranking for RCCs.

An important challenge in applying RCA algorithms is the lim-
ited observability of the RCCs. Observability is crucial formicroser-
vices systems [8, 19], and RCA algorithms heavily rely on them to
obtain the system status. However, RCCs’ observability is often
limited in real-world microservice systems for multiple reasons.
The first reason comes from the diverse categories of RCCs [5, 11]
(see Sec. 2.4). Failures in microservices can be caused by failures in
internal components (such as Pods, Services, Hosts in Fig. 1), ex-
ternal components (such as third-party services), external events
(such as software changes), etc. RCCs can be heterogeneous, and
the components they are associated with can be multi-layered (for
example, a Pod is contained within a Host). Different monitoring
tools need to be developed separately for heterogeneous RCCs to
achieve their observability. This means that fully realizing the ob-
servability of RCCs is challenging. Another reason for the lim-
ited observability is the absence of direct monitoring metrics for
non-observable services (such as third-party services, see 2.3). In
such cases, operators attempt to deduce the status of these RCCs
through indirectly related metrics (such as Errors related to third-
party service calls). Moreover, we find that such limitation may
lead to imprecise localizations (Sec. 2.4).

However, existing RCA algorithms usually require RCCs to have
good observability. Most RCA algorithms focus only on single-
layer RCCs (for example, identifying a specific metric or service),
and they are unable to locate heterogeneous RCCs. Some exist-
ing algorithms [5, 11] have studied the problem of heterogeneous
RCCs and made attempts to tackle it, but they still require good ob-
servability for RCCs. Additionally, [5] requires extra expert knowl-
edge to model limited categories of RCCs, making it difficult to
extend to other categories of RCCs.

In this paper, for the first time, we propose to model RCCs
as latent variables and perform RCA for heterogeneous RCCs
with the inference of latent variables. The main idea is that latent
variables are not required to be observed. Therefore, using latent
variables transforms extracting observable features of RCCs into
the inference of latent variables. Hence, this modeling approach
can be used to model RCCs with limited observability. Since the
complete observability of RCCs cannot be guaranteed in practical
situations, representing the status of RCCs as latent variables en-
ables accurate modeling of RCCs even under limited observability.

1https://opentelemetry.io/
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Figure 2: Overall Process of LatentScope

However, there are many challenges in performing RCA with
unobservable latent variables: 1) The graph construction for both
latent variables (RCCs) and the observable variables (metrics). As
shown in Fig. 1, the relationship between RCCs can be heteroge-
neous (e.g., physical relationship between host and pod, call rela-
tionship between services, and causal relationship between met-
rics). Different relationships imply different causal effects, which
the graph should clearly model. 2) Modeling latent RCC variables
under limited observability. Latent variables can be inferred through
related observable variables. However, the observable data for RCCs
can be insufficient under limited observability. 3) Inference the
unobservable latent variables with observable data and rank the
RCCs. In large-scale microservice systems, there are many RCCs
and observable variables. However, the running time of RCA can
affect the recovery time.Therefore, efficient algorithms are required
to implement the inference.

To address the above challenges, we propose LatentScope, an
RCA framework that models RCCs as latent variables with observ-
ablemonitoringmetrics. To address challenge 1, LatentScope builds
a dual-space graph for latent and observable variables, respectively.
Separating latent and observable variables mitigates the ambigu-
ous causal direction that heterogeneous RCCs and relationships
introduce. We introduce indirect metrics in modeling latent RCC
variables to address challenge 2, motivated by the RCA process in
practice (Sec. 2.4). We also build many-to-many links between la-
tent and observable spaces to achieve this. To address challenge
3, inspired by causal inference with hidden confounders, we infer
latent variables in a quantitive approach with causal relationships
in a dual-space graph. Motivated by the intervention recognition
proposed by CIRCA [9], to enable fast and accurate inference in
latent space, we proposed the Regression-based Latent-space In-
tervention Recognition (RLIR) algorithm to perform quantitative
analysis on latent variables of RCCs. Additionally, we introduced
LatentRegressor, an enhancement based on the dual-space graph
for RLIR, to reduce the computational overhead and mitigate the
impact of noises in real-world applications.

We have deployed LatentScope in eBay’s production environ-
ment and evaluated it with both real-world failures in eBay and
a dataset generated using chaos engineering. The main contribu-
tions of this work are as follows:
• For the first time, we propose to model root cause candidates

(RCCs) as latent variables and perform RCA for heterogeneous
RCCs through latent variables.
• We propose LatentScope, an unsupervised RCA framework with

RCCs under limited observability. LatentScope applies a novel
dual-space graph to model both observable and unobservable
variables, usingmany-to-many relationships between spaces and
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solving latent variables in a dual-space graph to realize RCA for
heterogeneous RCCs.
• To perform fast inference on latent variables in RCA, we propose
Regression-based Latent-space Intervention Recognition algo-
rithm (RLIR). We also propose the RCC graph-based enhance-
ment, LatentRegressor, to adapt RLIR to real-world systems.
• We deploy LatentScope in eBay’s cluster and evaluate it with

both eBay’s real-world failures and a testbed dataset. The eval-
uation results indicate that the proposed algorithm achieves su-
perior performance in both micro and macro evaluation metrics
for different categories of root causes. We have made the source
code and dataset publically available for further research2.

2 PRELIMINARY AND MOTIVATION
2.1 Intervention Recognition
2.1.1 Background. Intervention recognition for root causal anal-
ysis was proposed by CIRCA [9]. The core idea of intervention
recognition is to treat faults as interventions. By using causal infer-
ence, CIRCA aims to determine the underlying intervention based
on observations on metrics. CIRCA constructs a structural causal
graph based on meta-variables that contain groups of monitoring
metrics. CIRCA analyzed the propagation of anomalies through
quantitative modeling of Causal Bayesian Network (CBN), which
brings possibilities for fault analysis of RCCs using latent variables
in LatentScope.

2.1.2 Regression-BasedHypothesis Testing. CIRCAuses regression-
based hypothesis testing (RHT) among the parents and child met-
rics in the structural causal graph to realize intervention recog-
nition of the metrics. RHT involves training a regression model
for each metric and testing whether a metric follows its expected
distribution under normal conditions. However, RHT requires vari-
ables to be observable, which cannot be used for intervention recog-
nition in latent space.

2.2 Definitions
This section briefly describes the commonly used conceptions in
this paper. A root cause candidate (RCC) refers to a potential loca-
tion or event that can be identified as the root cause in microser-
vices systems.The objective of root cause analysis (RCA) algorithms
is to rank the RCCs to identify the root cause of the failure. If two
RCCs share the same type of location or event, they belong to the
same category of RCCs. Heterogeneous RCCs means a set of RCCs
not all belonging to the same category. Note that the categories of
RCCs are different from the “types of failures” that occur on the
RCCs, and the classification of failure types is out of the scope of
this paper. Direct metrics of an RCC refers to the metrics monitor-
ing the location or event of the RCC. If all the abnormal statuses of
an RCC can be reflected by at least one of its direct metrics, then
we say the RCC has complete observability. Otherwise, the RCC has
limited observability. Indirect metrics of an RCC refers to those di-
rect metrics of other RCCs that may be used to infer its status. We
use latent variables to model RCCs and treat monitoring metrics as
observable variables in this paper.

2https://github.com/NetManAIOps/LatentScope

2.3 Empirical Study of Heterogeneous RCCs

Table 1: Some Common Categories of Root Causes in eBay
Category Percentage Typical Related Metrics

Third-Party Services 63.59% Third-Party API Error*
Internal Services 8.76% Runtime Error
Software Change 7.83% Change Process, Runtime Error*

Database 5.53% Markdown Error*

To analyze the categories of RCCs in real-world microservice
systems, we conducted an empirical study of common categories
of root causes in eBay’s dataset. Tab. 1 lists four types of root causes
and the proportion of faults associated with each over 6 months. It
can be found that the RCCs in eBay’s microservice system are het-
erogeneous, and each category of root causes has a different pro-
portion of the total number of faults. For some RCCs (such asThird-
Party Services), it is unable to obtain their monitoring metrics. Un-
der such conditions of limited observability, operators usually use
metrics in internal services related to Third-Party Services to mon-
itor their status. Thus, these metrics are indirect metrics. Through
Tab. 1, it can be found that many categories of RCCs are associ-
ated with indirect metrics (marked with *). However, we found
that these indirect metrics may not accurately reflect the current
status of the components (Sec. 2.3).

2.4 Limitation of Indirect Metrics

Service 3

DB Markdown Error

API Call Error

DB-11 Third-Party 
Service

Service 1

Service 2

Service 3
DB Error API Error

RCC
Metric#1

Metric#2

Metric#3

Metric#4

Markdown of DB-11 API Call A ErrorMarkdown of DB-11 API Call A Error

DB-11 Third-Party Service A

Service 1 Service 2

Direct
Metric

Metric
Metric Metric Metric

Indirect Metric

Figure 3: An example showing the inaccuracy of using indi-
rect metrics

To illustrate the inaccuracy with indirect metrics, we analyzed
a typical failure case at eBay, as shown in Fig. 3. In this failure,
some service metrics (direct metrics of Service 1, 2, 3) exhibited
fluctuations, related to Database DB-11 and Third-Party Service A,
respectively. However, the root cause of the failure was DB-11.The
related metrics in Service 2 are affected by fault propagation, lead-
ing to fluctuations in indirect metrics associated with Third-Party
Service A. Given the lack of a clear dependency relationship be-
tween the DB-11 and Third-Party Service A, it may be difficult for
algorithms to identify whether the failure occurs in the database,
the third-party service, or Internal Service 2 without additional in-
formation. So, the indirect metrics may bring ambiguous informa-
tion to RCA in real-world applications, resulting in inaccurate lo-
calization.

2.5 Motivation of Latent-Space RCC Modeling
To address the challenges brought by the limitation of observabil-
ity of heterogeneous RCCs, we propose to model heterogeneous
RCCs as latent variables. In RCA, metrics are crucial in reflecting
the status of RCCs. However, as identified in Sec. 2.3, the observ-
ability of RCCs is limited. Furthermore, as observed in Sec. 2.4, the



KDD ’24, August 25–29, 2024, Barcelona, Spain Zhe Xie et al.

information from indirect metrics is ambiguous and cannot accu-
rately reflect the state of RCCs. Based on this, we proposemodeling
RCCs as latent variables, and the value of the latent variable reflects
the state of the RCC.The utilization of latent variables bypasses the
need for complete observability of RCCs and transforms the task of
extracting observable RCC features into inferring latent variables,
enabling effective RCC modeling even when complete observabil-
ity is not feasible.

However, conducting RCA on these latent variables is challeng-
ing. In practice, operators might use additional information to as-
sist in RCA. In Fig. 3, the indirect metrics with DB-11 exhibited
significant fluctuations, while only one of the indirect metrics (in
Service 2) of Third-Party Service A fluctuated. Thus, the related
metrics of different RCCs exhibited different ranges. Motivated by
the practice of operators, we can perform RCA by inferring the as-
sociated latent RCC variables by analyzing the anomalies in related
observable variables (metrics). Through quantitative analysis of la-
tent variables, we can also mitigate the ambiguous information in
indirect metrics and achieve more accurate RCA.

3 METHODOLOGY
Based on the idea of “modeling RCCs as latent variables”, we pro-
pose the LatentScope framework (Fig. 2). Firstly, we propose to use
a dual-space graph (latent and observable) to uniformly represent
heterogeneous RCCs in the latent-space graph and establish asso-
ciations between the latent space and observable space. On this
basis, we introduce the regression-based latent-space intervention
recognition (RLIR) algorithm and its enhancement to achieve fast
inference and RCA for latent variables.

3.1 Dual-Space Graph
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Figure 4: Dual-space graph and its symbolic representation

3.1.1 Overview. To accuratelymodel the complex relationship among
heterogeneous RCCs, we propose to use a dual-space graph, which
separates the latent RCC variables from the observable metric vari-
ables (Fig. 4a). In the dual-space graph, RCCs are located in the la-
tent layer, and metrics are located in the observable layer. There
are different relationships both within the same layer and between
different layers. Fig. 4b shows the symbolic representation of the
dual-space graph, where 𝒙 𝒊 represents the nodes in the observable
layer, and 𝒛𝒂 represents the nodes in the latent layer.

3.1.2 Latent Space andObservable Space. Existing RCA algorithms
usually model RCCs within a single-layer graph. However, the re-
lationships among heterogeneous RCCs are distinct (e.g., the re-
lationships between microservices differ from those between con-
tainers and hosts), resulting in different fault propagation behav-
iors. To address this, we model invocation relationships between
RCCs with the causal relationships between their related metrics.
Firstly, the causal relationships among metrics avoid the ambigu-
ity of causal directions between RCCs [9]. Moreover, modeling het-
erogeneous RCCs in a unified manner reduces the dependence on
expert knowledge [5] about heterogeneous RCCs in algorithm ap-
plications.

3.1.3 RCC-Metric Link. The RCC-Metric links are the edges con-
necting the observable space variables and latent space variables
in the dual-space graph. As discussed in Sec.2.3, RCA for RCCs
with limited observability relies on indirect metrics. However, in-
direct metrics are likely to introduce ambiguity in localization, due
to each indirect metric being associated with multiple RCCs (Root
Cause Candidates). Existing approaches typically model the rela-
tionship between RCCs and metrics as one-to-many [5, 11], where
one metric can be related to only one RCC. Therefore, to achieve
accurate modeling of both direct and indirect metrics for RCCs,
we propose to use many-to-many relationships to model the link
between observable and latent space.

3.1.4 GraphConstruction. Theconstruction of the dual-space graph
is divided into three steps: establishing causal relationships for
metrics in the observable space, establishing many-to-many rela-
tionships between spaces, and establishing physical relationships
for RCCs in the latent space. To build the causal graph for met-
rics, we follow the structural graph in CIRCA [9], and build the
causal graph for the corresponding metrics based on the call rela-
tionship among RCCs. We also apply a Pearson correlation filter
to remove redundant edges in the structural graph. Research on
the construction of the metric-level graph is outside the scope of
this paper. The many-to-many relationships (both direct and indi-
rect) between metrics and RCCs and the physical relationships be-
tween RCCs are usually predefined according to the architecture
of microservice systems or can be extracted through monitoring
tools or microservice traces. At eBay, we retrieve the RCC-metric
links and the physical relationship between RCCs from a graph
database maintained by operators. One of the main challenges in
constructing a dual-space graph for large microservice systems is
the need for expert knowledge. Experts need to deeply understand
the microservice system to construct the graph accurately. For ex-
ample, when determining the edges of a database, experts need to
identify the potential connections between the database and the
internal services. However, since the research on different graph
construction methods is out of the scope of this paper, we consider
it as future work.

3.2 Regression-based Latent-Space
Intervention Recognition

3.2.1 Modeling of Variables in the Dual-Space Graph. We denote
eachmetric in the observable space as 𝒙𝑖 and the latent variable for
RCC 𝑎 as 𝒛𝑎 . If there is an RCC-metric link between 𝒙𝑖 and 𝒛𝑎 , we
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denote this relationship as 𝑎 ∈ 𝒓𝒄𝒄 (𝒙𝑖 ), where 𝒓𝒄𝒄 (𝒙𝑖 ) represents
the set of the related RCCs for 𝒙𝑖 (both direct and indirect).

Based on the intervention recognition in CIRCA [9], we further
propose that the intervention of metric 𝒙𝑖 can be decomposed into
the intervention of parent metrics in the observable layer 𝒑𝒂(𝒙𝑖 )
and the related RCCs in the latent layer 𝒓𝒄𝒄 (𝒙𝑖 ). Thus, the value of
𝒙𝑖 at timestamp 𝑡 can be represented by 𝑓𝑖 :

𝒙 (𝑡 )𝑖 = 𝑓𝑖 (𝒑𝒂(𝒙𝑖 ) (𝑡 ) , 𝒓𝒄𝒄 (𝒙𝑖 ) (𝑡 ) ) (1)

which implements unified modeling of both latent and observable
variables in the dual-space graph.

3.2.2 Latent-Space Intervention Recognition. Eq. 1 models a causal
inference problem with hidden confounders. However, regression-
based hypothesis testing (RHT) cannot be applied to causal graphs
with hidden confounders and thus cannot be used in our task. In
existing methods, although there are approaches like CGNN [4],
thesemethods generally take a long time and require a large amount
of training data, making them unsuitable for RCA in large-scale mi-
croservice systems.

However, due to the nature of RCA tasks, the modeling of struc-
tural graphs can be simplified, allowing for faster solutionmethods.
The choice of 𝑓𝑖 significantly determines the complexity of compu-
tation. As found in [9], choosing a simple linear function as 𝑓𝑖 is
effective and shows promising results in RCA tasks. Therefore, fol-
lowing the settings in [9], we apply the same assumption to 𝑓𝑖 in
this paper. If we divide 𝑓𝑖 into the observable layer 𝑓𝑖,𝑚 and the
latent layer 𝑓𝑖,𝑟 , we can derive that:

𝒙𝑖
(𝑡 ) = 𝑓𝑖,𝑟 (𝒓𝒄𝒄 (𝒙𝑖 )) (𝑡 ) (2)

where 𝒙𝑖 (𝑡 ) = 𝒙 (𝑡 )𝑖 − 𝑓𝑖,𝑚 (𝒑𝒂(𝒙𝑖 ))
(𝑡 ) is the residual value for 𝒙 (𝑡 )𝑖 ,

which is equivalent to the error value of metric 𝒙𝑖 in regression-
based hypothesis test (RHT) in CIRCA. In this way, we construct
the relationship between 𝒙̂𝑖 and the sum of related latent RCC vari-
ables, which enables us to model them with regression-based mod-
eling.

3.2.3 RCC-Solvable Condition. Having assumed the linearity of
function 𝑓𝑖 , the RCC part of it 𝑓𝑖,𝑟 can be represented by:

𝑓𝑖,𝑟 (𝒓𝒄𝒄 (𝒙𝑖 )) (𝑡 ) =
∑

𝑧𝑎∈𝒓𝒄𝒄 (𝑥𝑖 )
𝛼𝑎,𝑖 · 𝑘𝑎,𝑖 · 𝒛 (𝑡 )𝑎 (3)

where 𝑘𝑎,𝑖 is the parameter and 𝛼𝑎,𝑖 is the root cause metric, where
𝛼𝑎,𝑖 = 1 indicates that RCC 𝒛𝑎 is anomalous and affects the moni-
toring metric 𝒙𝑖 in the current failure case. Since the RHT calcula-
tion in the 𝑓𝑖,𝑚 (𝒓𝒄𝒄 (𝒙𝑖 )) term already includes the constant term,
it is no longer included in Eq. 3.

To simplify the solution of Eq. 3, we can introduce some con-
ditions for simplification. As mentioned earlier, the RCA task in-
volves certain constraints compared to general causal inference
tasks. Specifically, for 𝛼𝑎,𝑖 in Eq. 3, it should satisfy the following
two conditions:∑

𝑎

max
𝑖
(𝛼𝑎,𝑖 ) =1, 𝛼𝑎,𝑖 ∈ {0, 1} (4)

∀𝑎,𝑏 (𝑏 ≠ 𝑎),max
𝑖
(𝛼𝑎,𝑖 ) =1 =⇒ ∃ 𝑗 (𝛼𝑎,𝑗 = 1 ∧ 𝒛𝑏 ∉ 𝒓𝒄𝒄 (𝒙 𝑗 ))

(5)

The first condition (Eq. 4) is the root cause uniqueness, which rep-
resents that in the current failure, there is only one root cause that
causes the fluctuation ofmetrics.The second condition (Eq. 5) is the
common cause uniqueness, meaning that for the metrics affected
by the root cause, no other RCCs are linked with these metrics
simultaneously. We call this the RCC-Solvable (RCC-S) condition.

3.2.4 RLIR Algorithm. RCC-S provides simplified conditions for
solving Eq. 3. Under the RCC-S conditions, we propose the Regression-
Based Latent-Space Intervention Recognition (RLIR) algorithm to
achieve fast intervention recognition for latent RCC variables. The
general process of RLIR contains a two-step calculation:

Step 1: Perform linear regression on each 𝒙𝑖 and 𝒙 𝑗 if ∃𝒛𝑎 ∈
𝒓𝒄𝒄 (𝒙𝑖 ) ∩ 𝒓𝒄𝒄 (𝒙 𝑗 ):

𝐿𝑖, 𝑗 = max
𝑡

𝑳(𝒙𝑖 , 𝒙 𝑗 ) (𝑡 )

𝒙̂ (𝑡 )𝑖

(6)

where 𝑳(𝒙,𝒚) denotes performing the prediction of 𝒙 within the
linear regression on 𝒙 with 𝒚 and 𝐿𝑖, 𝑗 can be seen as the “propor-
tion” of the regression on 𝒙𝑖 with 𝒙 𝑗 .

Step 2: For each 𝒙𝑖 and 𝒛𝒂 ∈ 𝒓𝒄𝒄 (𝒙𝑖 ):

𝑴𝑎,𝑖 = 𝒙̂𝑖 ·
(
1 − max

𝑗,∃𝒛𝑏 ∈𝒓𝒄𝒄 𝑗−𝒓𝒄𝒄𝑖
𝐿𝑖, 𝑗

)
(7)

where 𝑴𝑎,𝑖 will serve as a proxy for calculating the root cause
score for 𝒛𝑎 and 𝒓𝒄𝒄𝑖 is the abbreviation for 𝒓𝒄𝒄 (𝒙𝑖 ). Even though
we have not precisely solved the exact values of 𝑘𝑎,𝑖 and 𝒛𝑎,𝑖 , the
root cause score 𝑠𝑐𝑜𝑟𝑒𝑟𝑐𝑐 (𝒛𝑎) can be calculated with Theorem 3.1:

TheoRem 3.1. If the RCC-S condition holds, the score for RCC 𝒛𝑎
can be calculated with Eq. 8:

𝑠𝑐𝑜𝑟𝑒𝑟𝑐𝑐 (𝒛𝑎) = max
𝑖,𝒛𝑎∈𝒓𝒄𝒄𝑖

max
𝑡

𝑴 (𝑡 )𝑎,𝑖

= max
𝑖,𝒛𝑎∈𝒓𝒄𝒄𝑖

(
𝑠𝑐𝑜𝑟𝑒𝑚 (𝒙𝑖 ) · (1 − max

𝑗,∃𝒛𝑏 ∈𝒓𝒄𝒄 𝑗−𝒓𝒄𝒄𝑖
𝐿𝑖, 𝑗 )

)
(8)

where 𝑟𝑐𝑐𝑖, 𝑗 = {𝒛𝑎 |𝒛𝑎 ∈ 𝒓𝒄𝒄 (𝒙𝑖 ) ∩ 𝒓𝒄𝒄 (𝑥 𝑗 )}.

PRoof. Refer to Appendix A. □

Therefore, we can obtain the results of latent-space intervention
recognition with Eq. 8.

3.3 Enhance RLIR with LatentRegressor
3.3.1 Motivation. Although RLIR is already capable of solving la-
tent RCC variables, it still has two problems: 1) The current algo-
rithm’s computational overhead is still too high. According to Eq.
6 and Eq. 12, the overall time complexity for RLIR is𝑂 (#𝑚× (#𝑚 +
#𝑟𝑐𝑐)), where #𝑚 denotes the number of metrics and #𝑟𝑐𝑐 denotes
the number of RCCs. A large number of calculations is still needed
in microservices systems with many metrics. 2) RLIR requires lin-
ear regression, which might be sensitive to noise in real-world ap-
plications.
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Algorithm 1: LatentRegressor
Data: RCC Relationship

𝐺𝑅𝐶𝐶 = (𝑉𝑟 , 𝐸𝑟 (𝑎,𝑏, {𝒙𝑖 |𝑎,𝑏 ∈ 𝒓𝒄𝒄 (𝒙𝑖 ) } ) , Metric
Relationship𝐺𝑚𝑒𝑡𝑟𝑖𝑐 = (𝑉𝑚, 𝐸𝑚 (𝒙𝑖 , 𝒙 𝑗 ) )

Result: Root Cause Score for RCCs
1 𝑎_𝑠𝑐𝑜𝑟𝑒𝑠 ← {}, 𝑏_𝑠𝑐𝑜𝑟𝑒𝑠 ← {}, 𝑟𝑒𝑠𝑢𝑙𝑡𝑠 ← {};
2 foreach 𝑏 ∈ 𝑉𝑟 do
3 𝒙̂𝑚 ← argmax𝒙̂𝑖 ,𝑏∈𝒓𝒄𝒄 (𝒙𝑖 ),∀𝑐∈𝑛𝑒𝑥𝑡 (𝑏)−𝒓𝒄𝒄 (𝒙𝑖 ) 𝑠𝑐𝑜𝑟𝑒𝑚 (𝒙̂𝑖 ) ;
4 𝑏_𝑠𝑐𝑜𝑟𝑒𝑠 [𝑏 ] [𝒙𝑚𝑎𝑥 ] ← 𝑠𝑐𝑜𝑟𝑒𝑚 (𝒙𝑚 ) ;
5 end
6 foreach 𝑎 ∈ 𝑉𝑟 do
7 foreach 𝑏 ∈ 𝑛𝑒𝑥𝑡 (𝑎) do
8 //Up Step

9 𝒙̂𝑎 ← argmax𝒙̂𝑖 ,𝑎∈𝒓𝒄𝒄 (𝒙𝑖 ),𝑏∉𝒓𝒄𝒄 (𝒙𝑖 ) 𝑠𝑐𝑜𝑟𝑒𝑚 (𝒙̂𝑖 ) ;
10 𝒙̂𝑏 ← argmax𝒙̂𝑖 ,𝑎∈𝒓𝒄𝒄 (𝒙𝑖 ),𝑏∈𝒓𝒄𝒄 (𝒙𝑖 ) 𝑠𝑐𝑜𝑟𝑒𝑚 (𝒙̂𝑖 ) ;
11 𝑠𝑐𝑜𝑟𝑒𝑎 ← 𝑠𝑐𝑜𝑟𝑒𝑚 (𝒙𝑏 ) · 𝑅𝑎,𝑏 ;
12 𝑠𝑐𝑜𝑟𝑒𝑏 ← 𝑠𝑐𝑜𝑟𝑒𝑚 (𝒙𝑏 ) · (1 − 𝑅𝑎,𝑏 ) ;
13 //Down Step

14 foreach 𝑐 ∈ 𝑝𝑟𝑒𝑣 (𝑏 ) − {𝑎} do
15 𝒙̂𝑐 ← argmax𝒙̂𝑖 ,𝑏∈𝒓𝒄𝒄 (𝒙𝑖 ),𝑐∈𝒓𝒄𝒄 (𝒙𝑖 ) 𝑠𝑐𝑜𝑟𝑒𝑚 (𝒙̂𝑖 ) ;
16 𝑠𝑐𝑜𝑟𝑒𝑎 ← 𝑠𝑐𝑜𝑟𝑒𝑎 · (1 − 𝑅𝑏,𝑐 ) ;
17 end
18 𝑎_𝑠𝑐𝑜𝑟𝑒𝑠 [𝑎] ← max(𝑎_𝑠𝑐𝑜𝑟𝑒𝑠 [𝑎], 𝑠𝑐𝑜𝑟𝑒𝑎 ) ;
19 if 𝒙𝑏 ∈ 𝑏_𝑠𝑐𝑜𝑟𝑒𝑠 [𝑏 ] then
20 𝑏_𝑠𝑐𝑜𝑟𝑒𝑠 [𝑏 ] [𝒙𝑏 ] ←

min(𝑏_𝑠𝑐𝑜𝑟𝑒𝑠 [𝑏 ] [𝒙𝑏 ], 𝑠𝑐𝑜𝑟𝑒𝑏 ) ;
21 end
22 end
23 end
24 foreach 𝑟𝑐𝑐 ∈ 𝑉𝑟 do
25 results[𝑟𝑐𝑐 ] ← max(𝑎_𝑠𝑐𝑜𝑟𝑒𝑠 [𝑟𝑐𝑐 ],max(𝑏_𝑠𝑐𝑜𝑟𝑒𝑠 [𝑟𝑐𝑐 ] ) ) ;
26 end
27 return results;
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Figure 5: An Example of Process in LatentRegressor

3.3.2 LatentRegressor. To address the challenges, we propose the
enhancement algorithm for RLIR, LatentRegressor (Alg. 1). In 1,
the calculation of Eq. 12 is simplified. For each edge (𝐸𝑟 ) in the
RCC layer, we perform a two-step calculation (Up Step and Down
Step in 1) between the connected nodes (𝑎 and 𝑏). After the calcu-
lation, we store their scores in 𝑎_𝑠𝑐𝑜𝑟𝑒𝑠 and 𝑏_𝑠𝑐𝑜𝑟𝑒𝑠 respectively
and finally take the maximum score for each RCC to obtain the
final root cause scores. In this way, LatentRegressor reduces re-
dundant calculations in RLIR (for instance, it’s unnecessary to re-
peatedly perform regressions with multiple metrics belonging to
the same RCC). Additionally, we employ ridge regression (𝑅𝑖, 𝑗 ) in
LatentRegressor instead of using linear regression for 𝐿𝑖, 𝑗 , making
it more robust to the noise in Eq. 6. For ease of understanding, each

iteration of the LatentRegressor can be viewed as comprising two
steps.

The first step is called “Up Step”, which can be viewed as “identi-
fying all the possible parent confounders for the child nodes” in la-
tent space. As shown in Fig. 5, after Step 1, the parent confounders
𝒛1 and 𝒛2 are identified as possible root causes (with fluctuations),
while others are eliminated. The second step is the “Down Step”,
which “removes the redundant confounders” produced in the Up
Step. In Fig. 5, the fluctuation in 𝒛2 is removed. Therefore, only 𝒛1
is identified as the only root cause in the latent space. With Laten-
tRegressor, we only need to perform a regression calculation on
the metrics once, significantly reducing computational overhead.

4 EVALUATION
In this section, we focus on the evaluation to answer the following
research questions:
RQ1: How does LatentScope perform compared with baselines?
RQ2: Is “modeling RCCs as latent variables” effective in localizing
heterogeneous root causes with limited observability?
RQ3: Is the enhancement in LatentRegressor effective in terms of
time efficiency and accuracy?

4.1 Evaluation Details
4.1.1 Datasets. We use two datasets for evaluation. Both datasets
contain heterogeneous RCCs with limited observability for evalu-
ation.
• Dataset A.Collected from eBay’s microservices system contain-

ing 66 real-world failure cases over 6 months, labeled by expe-
rienced engineers. Dataset A contains over 300 microservices,
dozens of databases, hundreds of software changes, more than
ten third-party service provider interfaces, and hundreds of thou-
sands of monitoring metrics. In this dataset, most categories of
failures exhibit incomplete observability (Sec. 2.3).
• Dataset B. Collected from testbed (Online Boutique3) with fault

injection containing 88 failure cases. Dataset B is comprised of
11 microservices. RCCs can be Pods, Hosts, or Services. We only
usemetrics data from containers and services and the RCCs have
limited observability.

4.1.2 EvaluationMetrics. Following existing RCA research, we use
Top-k and MRR for evaluation [13]. We also use macro metrics to
balance the weight of different categories of root causes. More de-
tails are in Appendix B.

4.1.3 Baselines. We employed the following root cause analysis
algorithms as baselines. Most of the baselines cannot perform lo-
calization with heterogeneous RCCs. We use metric-level results
and take the maximum score of related metrics as the RCC score.
RandomWalk.We use a modified version of randomwalk [22]. It
first performs a random walk on the metric graph, followed by a
second random walk in the RCC graph.
MonitorRank. MonitorRank [7] utilizes PageRank for root cause
ranking in a causal graph.
MicroScope.MicroScope [12] builds a causal graph with PC algo-
rithm and ranks RCC by similarity after a DFS search.

3https://github.com/GoogleCloudPlatform/microservices-demo
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Table 2: Comparison with Baselines and Ablation Study
Micro Macro

Dataset Category Model Top@1 Top@5 MRR MRR@5 Top@1 Top@5 MRR MRR@5 Avg. Time (s)

A

Baselines

RandomWalk 0.5606 0.5606 0.5683 0.5606 0.1888 0.1888 0.2117 0.1888 7.1
MonitorRank 0.5000 0.6970 0.5993 0.5745 0.2415 0.3443 0.3228 0.2666 5.9
MicroScope 0.3030 0.5303 0.4030 0.3851 0.2168 0.2934 0.2759 0.2445 5.4
CloudRanger 0.2632 0.5802 0.4045 0.3813 0.0939 0.2094 0.1564 0.1358 603.3
MicroCause 0.2391 0.8478 0.5163 0.5116 0.1433 0.8158 0.3841 0.3707 302.5
TrinityRCL 0.0303 0.1212 0.0607 0.0494 0.1250 0.3486 0.1858 0.1788 14.6

Study of Latent Variables CIRCA-Avg 0.5152 0.8333 0.6512 0.6288 0.2832 0.8335 0.4952 0.4869 11.3
CIRCA-Max 0.4697 0.8923 0.6473 0.6402 0.4243 0.9118 0.6228 0.6167 11.3

Ours LatentScope (RLIR Only) 0.5606 0.8615 0.6828 0.6641 0.4133 0.8699 0.5789 0.5729 136.4
LatentScope 0.6154 0.8923 0.7324 0.7205 0.6302 0.9118 0.7430 0.7372 11.6

B

Baselines

RandomWalk 0.1379 0.4912 0.2902 0.2498 0.1273 0.5795 0.3210 0.2841 3.0
MonitorRank 0.1724 0.5632 0.3146 0.2816 0.1923 0.4313 0.2983 0.2587 5.1
MicroScope 0.0920 0.5977 0.3123 0.2739 0.1026 0.6404 0.3495 0.3118 0.2
CloudRanger 0.1707 0.6849 0.3906 0.3703 0.1740 0.7452 0.3936 0.3786 3.2
MicroCause 0.1724 0.7241 0.4101 0.3771 0.1862 0.7908 0.4151 0.3851 71.9
TrinityRCL 0.0517 0.1264 0.1169 0.0795 0.1189 0.2809 0.2185 0.1775 6.1

Study of Latent Variables CIRCA-Avg 0.2045 0.8295 0.4589 0.4186 0.2246 0.7698 0.4332 0.3841 10.7
CIRCA-Max 0.2159 0.8636 0.4633 0.4393 0.2804 0.8847 0.4537 0.4344 10.7

Ours LatentScope (RLIR Only) 0.3258 0.9299 0.4882 0.4706 0.3063 0.9353 0.4745 0.4586 586.3
LatentScope 0.3750 0.9205 0.6064 0.5953 0.4337 0.9287 0.6491 0.6394 10.9

MicroCause. MicroCause [16] proposes Path Condition Time Se-
ries (PCTS) algorithm for causal discovery and utilizes second-order
random walk to address delay in failure propagation.
CloudRanger. CloudRanger [21] constructs a causal graph with
PC and employs a second-order random walk for root cause rank-
ing.
TrinityRCL.TrinityRCL [5] proposes a multi-granular RCA algo-
rithm based on a random walk, but limited in services, hosts, met-
rics, and codes levels. We modified TrinityRCL by creating virtual
hosts and services to adapt it to more RCCs in our datasets.
CIRCA.CIRCA [9] proposes intervention-recognition RCA atmet-
ric level. It is equivalent to a variation of LatentScope without a
latent layer. Thus, we detail the comparison of CIRCA in RQ2.

4.2 RQ1: Comparison with Baselines
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Figure 6: Micro MRR for Different Categories of Root Cause

The comparison with baselines is shown in Tab. 2. The experi-
mental results demonstrate that our LatentScope outperforms the
baseline algorithm in bothMicro andMacro metrics.This indicates
that our algorithm, compared to existing ones, can effectively im-
prove performance in heterogeneous root cause localization tasks.

It is noteworthy that our algorithm has achieved a significant im-
provement in the Macro metrics. In algorithms like MonitorRank,
MicroCause, and MicroScope, root cause localization is conducted
solely at the metric-level causal graphs. Due to the complexity
brought by heterogeneous RCCs and the limitation of observabil-
ity, even though they might accurately locate causes at the metric
level, theymay not performwell in heterogeneous root cause local-
ization tasks. As for RandomWalk, despite employing a dual-space
graph, the complex relationships between RCCs make it challeng-
ing to accurately quantify the transition matrix. LatentScope uses
latent-space intervention recognition to perform precise modeling
of latent RCC variables and achieves accurate RCA in most cases.

Additionally, Tab. 2 shows the runtime of LatentScope. It can be
observed that the average running time of LatentScope is accept-
able compared to the baseline algorithms. Due to the significant
reduction in computational complexity by LatentRegressor (which
will be further discussed in Sec. 4.4), LatentScope is more suitable
for large-scale microservice systems compared to algorithms like
CloudRange and MicroCause which require causal discovery.

To further explore why our algorithm outperforms the baseline
algorithm, Fig. 6 demonstrates the micro MRR in different cate-
gories of root causes. In Dataset A, most algorithms can accurately
locate faults in third-party services but perform poorly in other
cases. In Dataset B, LatentScope also shows an advantage in locat-
ing root causes in node and service cases.This indicates that the de-
sign of LatentScope framework effectively models heterogeneous
RCCs in different datasets.

We can also find that there is a significant difference in Mi-
cro Top@1 between Dataset A and B. The main reason for this is
that Dataset B has more limitations in observability compared to
Dataset A. Dataset A is collected from a real microservices system
and includes more comprehensive observability metrics. Despite
the limited observability in Dataset B, LatentScope demonstrated
robust performance and significantly outperformed the baselines.
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This indicates that our algorithm is well-suited to work with lim-
ited observability in the microservices systems.

4.3 RQ2: Ablation Study of Latent Layer
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Figure 7: Ablation Study of Latent Layer

We conduct an ablation study to investigate the effectiveness of
“modeling RCCs as latent variables”. To achieve this, we replaced
the latent layer and LatentRegressor by applying two types of ag-
gregation directly on the metric layer: the maximum value of re-
lated metrics (CIRCA-Max) and the average value of related met-
rics (CIRCA-Avg). As mentioned earlier, CIRCA is equivalent to
the variation of LatentScope without the latent layer. The removal
of latent variables leaves only the metric layer, so it is equivalent to
CIRCA with different aggregation methods. The results of the ex-
periment are shown in Tab. 2 and Fig. 7. We can find that our algo-
rithm significantly outperforms the compared algorithms in evalu-
ation metrics. Moreover, Fig. 7 indicates that LatentScope achieves
good results in almost all categories of cases, while the compared
methods typically achieve good results in cases with only certain
categories of root causes. This might be due to their difficulty dis-
tinguishing the specific level of the heterogeneous RCCs (e.g., host
and pod) under limited observability. Refer to the case studies in
Sec. 5.2 for details to further understand the process and effective-
ness of the latent variables under limited observability.

4.4 RQ3: Ablation Study of LatentRegressor

Table 3: Avg. Running Time (s) of RLIR and LatentRegressor
Dataset LatentRegressor RLIR Dataset LatentRegressor RLIR

A 0.7 124.7 B 0.2 579.1

In order to investigate whether LatentRegressor can effectively
improve accuracy and reduce running time, we conducted an abla-
tion study. We compare the running time of RLIR (LatentRegressor
without enhancement) and the LatentRegressor in Tab. 3 and their
accuracy in Tab. 2. The comparison results indicate that the pro-
posed enhancement in LatentRegressor not only achieves much
faster speed but also achieves higher accuracy in most evaluation
metrics, demonstrating the effectiveness of LatentRegressor in terms
of both accuracy and time efficiency with the reduced regression
calculations and the use of Ridge regression.

5 DEPLOYMENT AND CASE STUDY
5.1 Deployment Details
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Figure 8: Study of Deployment of LatentScope

To investigate the effectiveness of LatentScope in real-world
applications, we deploy LatentScope in eBay’s production cluster.
The overall process of the deployed algorithm is illustrated in Fig. 8.
Refer to Appendix D for detailed system information. LatentScope
is deployed as a microservice application in eBay’s Kubernetes
cluster with the limitation of 2 CPU cores. Upon the occurrence
of a failure, LatentScope is triggered and fetches the metrics. After
performing LatentRegressor, the ranking is output to the operators.
During the deployment on eBay’s cluster, due to the slow speed of
metric queries and retrieval, we made some trade-offs in the im-
plementation. When an anomalous SLI (service level indicator) is
detected, we determine the failing domain based on the triggered
SLI (such as the user experience of buying/selling in eBay) and
only extract metrics related to services in that domain to reduce
data retrieval time.

5.2 Case Studies
The quantitative evaluation of the deployed algorithm has been
discussed in Sec. 4. In this section, we perform 2 case studies to
further demonstrate the working process of LatentScope.
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Figure 9: Case study of a database failure case

5.2.1 Case Study 1: Online Database Failure in eBay. In this case,
we perform a case study (Fig. 9) on a real-world database failure in
eBay with the result of the deployed algorithm. As shown in Fig.
9, the database failure in DB-1 led to anomalies in the metrics of
several services through metric-RCC links (grey lines) and failure
propagation in the metrics (blue lines). However, there are direct
metrics for internal services, but only indirect metrics for DB-1,
which has limited observability. In most existing RCA algorithms,
the relationship between RCCs andmetrics is usually one-to-many.
In such scenarios, the fault could be incorrectly located in one of
the internal services based on the direct metrics, which are anoma-
lous, rather than in the actual root cause DB-1. With LatentScope,
both the failure propagation in observable metrics and latent RCCs
can be modeled through the dual-space graph and latent-space in-
tervention recognition. The latent variables for RCCs A, B, and C
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are considered to be normal (red lines), while the root cause DB-1
shown in a spike, is more likely to be considered as the root cause.
This case demonstrates that LatentScope can be effectively applied
to accurately infer fault root causes under limited observability.
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Figure 10: Case study of a service failure case

5.2.2 Case Study 2: Service Failure. To understand the working
process of LatentScope in a complex case with multi-layered RCCs,
we perform another case study (Fig. 10) with a service failure case
in Dataset B. This case demonstrates a complex many-to-many re-
lationship between metrics and RCCs, where each metric is related
to RCCs of three types: Pod, Service, and Host. RCA in such a sce-
nario is typically complex. In existingmetric-level RCA algorithms,
even if we can accurately locate the root cause metric, it is difficult
to directly determine which corresponding RCC is the root cause
due to the multi-granularity of RCCs. Service-level root cause lo-
calization (such as trace-based RCA) may also fail to judge faults
occurring in a specific Pod and may incorrectly locate a fault af-
fecting an individual Service when a Host is entirely failing. The
red lines in the figure illustrate the computational results of the La-
tentRegressor algorithm. It can be observed that the RLIR process
in LatentRegressor “corrects” the original metrics (grey) through
the many-to-many relationship between RCCs and metrics, elim-
inating the influence in non-root cause RCCs. For the root cause
(AdService), the “corrected” results show a higher root cause score,
making it the most likely fault root cause. This demonstrates that
the quantitative solution of latent variables for the root cause by
RLIR is feasible and effective. It also demonstrates the importance
of using quantitative modeling in RCA.

6 THREATS TO VALIDITY
The threat to the internal validity of this paper is the implementa-
tion of the baselines.We implemented RandomWalk,MonitorRank,
MicroScope, CloudRanger, and MicroCause by ourselves, as there
are no publicly available implementations.

The threat to external validity mainly lies in this paper in the
evaluation datasets.The failures in eBaymay not represent the per-
formance in other systems. To reduce this threat, we also collect
Dataset B from the testbed and use it for evaluation.

7 RELATEDWORKS
Unsupervised Root CauseAnalysis.Current unsupervised root
cause analysis approaches can be divided into metric-based, event-
based, log-based, and trace-based [17]. The widely adopted work-
flow in metric-based approaches [2, 9, 12, 15, 16, 18, 21–23] is build-
ing a causal graph on the metrics and ranking the metrics to local-
ize the failure root cause. Event-based approaches like Groot [20]

and Nezha [25] construct event graphs according to rules or fea-
tures extracted from events and rank the events with the event
graph. Compared with metric-based and event-based approaches,
log-based [1] and trace-based [6, 10, 13, 14] use additional fea-
tures in logs and traces to achievemore accurate ranking. However,
these methods typically focus only on root cause identification at
a single level with a high requirement for observability, making it
difficult to address the RCA of heterogeneous RCCs with limited
observability.
Heterogeneos Root Cause Localization. Recently, some RCA
algorithms have focused on addressing RCA with heterogeneous
RCCs. Dejavu [11] proposed the concept of actionable root cause
analysis, which defines RCCwith the failure type as a “failure unit”
and localizes heterogeneous RCCs with graph neural networks.
However, Dejavu is a supervised algorithm that requires manual
labeling and end-to-end training, making it difficult to adapt to
the frequent dynamic changes of the microservices system. Trin-
ityRCL [5] introduces a ”multi-granularity” RCA algorithm. Trin-
ityRCL uses random walks to locate RCCs at four levels: service,
host, metric, and code. However, TrinityRCL relies on strong ex-
pert knowledge to set transition probabilities between different
types of RCCs, limiting its scalability. Additionally, these methods
require RCCs to have complete observability.

8 CONCLUSION
In this paper, we focus on the challenges of RCA with heteroge-
neous RCCs with limited observability in real-world microservice
systems. To address the challenges, we conduct an empirical study
of eBay’s failure and propose the idea of “modeling RCCs with la-
tent variables”. Based on the idea, we propose LatentScope, an un-
supervised RCA framework for heterogeneous RCCs. LatentScope
introduce a dual-space graph tomodel both observablemetrics and
latent RCC variables, with a many-to-many relationship between
the spaces. To infer the latent variables and achieve RCA in the
dual-space graph, we propose latent-space intervention recogni-
tion (RLIR) and its enhancement, LatentRegressor. We deployed
LatentScope in eBay’s production cluster and evaluated it with
both eBay’s real-world failure cases and testbed failure cases. Ex-
perimental results show that our algorithm achieves effective im-
provement in unsupervised root cause localization tasks. In partic-
ular, compared with baseline algorithms, LatentScope significantly
improves the accuracy in different categories of root causes, indi-
cating the effectiveness of our algorithm in solving RCA tasks with
heterogeneous RCCs.
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A PROOF OF THEOREM 3.1
LemmaA.1. If the RCC-S condition holds, max

𝑗,𝑏∈𝑟𝑐𝑐𝑖−𝑟𝑐𝑐𝑖,𝑗
𝐿𝑖, 𝑗 · 𝒙̂𝑖 =

𝛼𝑎,𝑖 · 𝑘𝑎,𝑖 · 𝒛𝑎 if 𝛼𝑎,𝑖 = 1 and 𝑎 ≠ 𝑏.

PRoof. According to Eq. (5) in the RCC-S condition, given 𝑎 ≠ 𝑏
and 𝛼𝑎,𝑖 = 1, we can find an 𝒙 𝑗 satisfying 𝛼𝑎,𝑗 = 1 ∧ 𝒛𝑏 ∉ 𝒓𝒄𝒄 (𝒙 𝑗 ).
And according to Eq. (4) in the RCC-S condition,∀𝑘, 𝑏 ≠ 𝑎, 𝛼𝑏,𝑘 = 0.
We have 𝒙̂𝑖 = 𝛼𝑎,𝑖 · 𝑘𝑎,𝑖 · 𝒛𝑎 and 𝒙̂ 𝑗 = 𝛼𝑎,𝑗 · 𝑘𝑎,𝑗 · 𝒛𝑎 , which gives
that:

𝒙̂𝑖
𝛼𝑎,𝑖 · 𝑘𝑎,𝑖

= 𝒛𝑎 =
𝒙̂ 𝑗

𝛼𝑎,𝑗 · 𝑘𝑎,𝑗
, (9)

indicating that 𝒙̂𝑖 and 𝒙̂ 𝑗 are linear correlated. Thus, we can derive
that 𝐿𝑖, 𝑗 · 𝒙̂𝑖 = 𝒙̂𝑖 = 𝛼𝑎,𝑖 ·𝑘𝑎,𝑖 · 𝒛𝑎 . And since the maximum value of
𝐿𝑖, 𝑗 · 𝒙̂𝑖 is no larger than 𝛼𝑎,𝑖 ·𝑘𝑎,𝑖 ·𝒛𝑎 , the lemma can be proved. □

Lemma A.2. If the RCC-S condition holds, 𝑴𝑎,𝑖 = 𝛼𝑎,𝑖 · 𝑘𝑎,𝑖 · 𝒛𝑎 ,
where 𝑴𝑎,𝑖 is defined in Eq. 7.

PRoof. Denote𝐿𝑖 = max
𝑗

𝐿𝑖, 𝑗 and𝐿𝑖,𝑎 = max
𝑗,𝑧𝑎∈𝑟𝑐𝑐𝑖−𝑟𝑐𝑐𝑖,𝑗

𝐿𝑖, 𝑗 .When

∀𝑧𝑎 ∈ 𝑟𝑐𝑐𝑖 , 𝛼𝑎,𝑖 = 0, all 𝐿𝑖 , 𝐿𝑖, 𝑗,𝑎 and 𝛼𝑎,𝑖 are zero. In this case, Eq.
(7) clearly holds. If 𝛼𝑎,𝑖 = 1, according to Eq. (4), ∀𝑏, 𝑖, 𝛼𝑏,𝑖 = 0, thus
𝐿𝑖, 𝑗,𝑎 = 0. We can derive that:

(𝐿𝑖 − 𝐿𝑖, 𝑗,𝑎) · 𝒙̂𝑖 = 𝛼𝑎,𝑖 · 𝑘𝑎,𝑖 · 𝒛𝑎 +
∑
𝑏≠𝑎

𝛼𝑏,𝑖 · 𝑘𝑏,𝑖 · 𝒛𝑏 − 0

= 𝛼𝑎,𝑖 · 𝑘𝑎,𝑖 · 𝒛𝑎
(10)

If 𝛼𝑎,𝑖 = 0 but ∃𝑏 ≠ 𝑎, 𝛼𝑏,𝑖 = 1, according to Lemma A.1, it can be
derived that:

𝐿𝑖 − 𝐿𝑖, 𝑗,𝑎 =
∑

𝑧𝑐 ∈𝑟𝑐𝑐𝑖
𝛼𝑐,𝑖 · 𝑘𝑐,𝑖 · 𝒛𝑐 − 𝛼𝑏,𝑖 · 𝑘𝑏,𝑖 · 𝒛𝑏

= 𝛼𝑎,𝑖 · 𝑘𝑎,𝑖 · 𝒛𝑎 +
∑

𝑐∉{𝑎,𝑏}
𝛼𝑐,𝑖 · 𝑘𝑐,𝑖 · 𝒛𝑐 + 0

= 𝛼𝑎,𝑖 · 𝑘𝑎,𝑖 · 𝒛𝑎 + 0 = 𝛼𝑎,𝑖 · 𝑘𝑎,𝑖 · 𝒛𝑎

(11)

Therefore, Eq. 7 holds under the RCC-S condition, thus the RLIR
algorithm solves the equation. □

TheoRem 3.1. If the RCC-S condition holds, the score for RCC 𝒛𝑎
can be calculated with:

𝑠𝑐𝑜𝑟𝑒𝑟𝑐𝑐 (𝒛𝑎) = max
𝑖,𝒛𝑎∈𝒓𝒄𝒄𝑖

max
𝑡

𝑴 (𝑡 )𝑎,𝑖

= max
𝑖,𝒛𝑎∈𝒓𝒄𝒄𝑖

(
𝑠𝑐𝑜𝑟𝑒𝑚 (𝒙𝑖 ) · (1 − max

𝑗,∃𝒛𝑏 ∈𝑟𝑐𝑐 𝑗−𝑟𝑐𝑐𝑖
𝐿𝑖, 𝑗 )

)
(12)

where 𝑟𝑐𝑐𝑖, 𝑗 = {𝒛𝑎 |𝒛𝑎 ∈ 𝒓𝒄𝒄 (𝒙𝑖 ) ∩ 𝒓𝒄𝒄 (𝑥 𝑗 )}.

PRoof. According to Lemma A.2, the value of 𝛼𝑎,𝑖 ·𝑘𝑎,𝑖 ·𝑧 (𝑡 )𝑎 can
be linear represented by 𝒙 (𝑡 )𝑖 . Therefore, the score of 𝛼𝑎,𝑖 · 𝑘𝑎,𝑖 · 𝑧𝑎
can be calculated with:

𝑠𝑐𝑜𝑟𝑒𝑟𝑐𝑐 (𝒛𝑎,𝑖 ) =
𝑡2

max
𝑡=𝑡1

𝛼𝑎,𝑖 · 𝑘𝑎,𝑖 · 𝒛 (𝑡 )𝑎 − 𝝁 (𝛼𝑎,𝑖 · 𝑘𝑎,𝑖 · 𝒛𝑎)[𝑡0:𝑡1 ]
𝜎 (𝛼𝑎,𝑖 · 𝑘𝑎,𝑖 · 𝒛𝑎)[𝑡0:𝑡1 ]

=
𝑡2

max
𝑡=𝑡1

(
𝜆𝑖 · 𝒙̂ (𝑡 )𝑖 − 𝝁 (𝜆𝑖 · 𝒙̂𝑖 )[𝑡0:𝑡1 ]

𝜎 (𝜆𝑖 · 𝒙̂𝑖 )[𝑡0:𝑡1 ]

)
(13)

where 𝑠𝑐𝑜𝑟𝑒𝑟𝑐𝑐 (𝒛𝑎,𝑖 ) denotes the score of 𝒛𝑎 on themonitoringmet-
ric 𝒙𝑖 and 𝜆𝑖 = 1 − 1 −max𝑗,𝑎∈𝑟𝑐𝑐 𝑗−𝑟𝑐𝑐𝑖,𝑗 .

According to the proof in Lemma A.2, when 𝛼𝑎,𝑖 = 0, we have
1−max𝑗,𝑎∈𝑟𝑐𝑐 𝑗−𝑟𝑐𝑐𝑖,𝑗 = 0, thus 𝜆𝑖 = 0. And when 𝛼𝑎,𝑖 = 1, we have
𝜆𝑖 = 1. Thus we have:

𝑠𝑐𝑜𝑟𝑒𝑟𝑐𝑐 (𝒛𝑎,𝑖 ) =
𝑡2

max
𝑡=𝑡1

(
𝜆𝑖 · 𝒙 (𝑡 )𝑖 − 𝝁 (𝜆𝑖 · 𝒙𝑖 )[𝑡0:𝑡1 ]

𝜎 (𝜆𝑖 · 𝒙𝑖 )[𝑡0:𝑡1 ]

)
=

𝑡2
max
𝑡=𝑡1

(
𝒙̂ (𝑡 )𝑖 − 𝝁 (𝒙̂𝑖 )[𝑡0:𝑡1 ]

𝜎 (𝒙̂𝑖 )[𝑡0:𝑡1 ]

)
· 𝜆𝑖

= 𝑠𝑐𝑜𝑟𝑒𝑚 (𝒙𝑖 ) ·
(
1 − max

𝑗,𝑎∈𝑟𝑐𝑐 𝑗−𝑟𝑐𝑐𝑖,𝑗

) (14)

And since we have:

𝑠𝑐𝑜𝑟𝑒𝑟𝑐𝑐 (𝒛𝑎) =
𝑡2

max
𝑡=𝑡1

(
𝒛 (𝑡 )𝑎 − 𝝁 (𝒛𝑎)[𝑡0:𝑡1 ]

𝜎 (𝒛𝑎)[𝑡0:𝑡1 ]

)
=

𝑡2
max
𝑡=𝑡1

(
𝛼𝑎,𝑖 · 𝑘𝑎,𝑖 · 𝒛 (𝑡 )𝑎 − 𝝁 (𝛼𝑎,𝑖 · 𝑘𝑎,𝑖 · 𝒛𝑎)[𝑡0:𝑡1 ]

𝜎 (𝛼𝑎,𝑖 · 𝑘𝑎,𝑖 · 𝒛𝑎)[𝑡0:𝑡1 ]

)
∀𝛼𝑎,𝑖 = 1

(15)

According to Eq. 4, if 𝒛𝑎 is the root cause of the failure, then
we have max(𝛼𝑎,𝑖 ) = 1, which indicates that at least one 𝛼𝑎,𝑖 is
non-zero. Thus we have:

𝑠𝑐𝑜𝑟𝑒𝑟𝑐𝑐 (𝒛𝑎) = max
𝑖

𝑡2
max
𝑡=𝑡1

(
𝛼𝑎,𝑖 · 𝑘𝑎,𝑖 · 𝒛 (𝑡 )𝑎 − 𝝁 (𝛼𝑎,𝑖 · 𝑘𝑎,𝑖 · 𝒛𝑎)[𝑡0:𝑡1 ]

𝜎 (𝛼𝑎,𝑖 · 𝑘𝑎,𝑖 · 𝒛𝑎)[𝑡0:𝑡1 ]

)
= max

𝑖,𝒛𝑎∈𝒓𝒄𝒄𝑖

(
𝑠𝑐𝑜𝑟𝑒𝑚 (𝒙𝑖 ) · (1 − max

𝑗,𝑎∈𝑟𝑐𝑐 𝑗−𝑟𝑐𝑐𝑖,𝑗
𝐿𝑖, 𝑗 )

)
(16)

When max(𝛼𝑎,𝑖 ) = 0, then ∀𝑖, 𝑠𝑐𝑜𝑟𝑒𝑟𝑐𝑐 (𝒛𝑎) = 𝑠𝑐𝑜𝑟𝑒𝑟𝑐𝑐 (𝒛𝑎,𝑖 ) = 0.
Therefore, the original equation holds. □

B EVALUATION METRICS
To comprehensively and accurately evaluate the root cause local-
ization performance of our algorithm and baseline algorithms across
multi-level RCCs, following existing similar work [13], we choose
two types of metrics: Top-k and MRR. Top-k refers to the ranking
of the root cause in the output of the localization algorithm.MRR is
the mean of the reciprocals of all the rankings. Furthermore, since
RCCs ranked too low are often overlooked in practical applications,
we incorporated MRR@k, which means considering only the top
k results and calculating their MRR.

Additionally, in our root cause localization task, different algo-
rithms may exhibit significant biases in localizing various types of
root causes (for instance, some algorithms might be more inclined
to localize fine-grained RCCs). However, in our datasets, due to the
limitations in the number of failures and data collection, the quan-
tity of failure cases for different types of root causes is imbalanced.
Therefore, to better evaluate the localization performance of algo-
rithms across all types of root causes, we calculate the unweighted
performance (micro) of the algorithm for all failure cases, and the
weighted performance (macro) that balances the algorithm’s per-
formance across different categories.
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C IMPLEMENTATION DETAILS
We use Python to implement the LatentScope model. In Dataset A,
we preprocessed the data by filtering out monitoringmetrics irrele-
vant by their business domain (e.g. shipping domain and checkout
domain) according to the triggered metrics. Additionally, we ap-
ply a Pearson correlation filter to remove metrics unrelated to the
specific fault occurrence. The preprocess method and the filter are
applied to all the baselines for fair comparison.

D DEPLOYMENT DETAILS
In eBay, themicroservices system is orchestratedwith Kubernetes4
and the monitoring metrics are collected with MetricBeat5 and

stored with Prometheus6. A GraphDB based on JanusGraph7 is
utilized for storing the relationships between RCCs and metrics,
from where LatentScope retrieves data offline for constructing the
dual-space graphs. LatentScope is deployed on a host with Intel(R)
Xeon(R) Gold 6138 CPU with the limitation of 2 CPU cores and 4
GB memories.

4https://kubernetes.io/
5https://www.elastic.co/beats/metricbeat
6https://prometheus.io/
7https://janusgraph.org/
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