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ABSTRACT
Timely localization of the root causes of gray failure is essential for
maintaining the stability of the server OS. The previous intrusive
gray failure localization methods usually require modifying the
source code of applications, limiting their practical deployment. In
this paper, we propose GrayScope, a method for non-intrusively
localizing the root causes of gray failures based on the metric data
in the server OS. Its core idea is to combine expert knowledge with
causal learning techniques to capture more reliable inter-metric
causal relationships. It then incorporates metric correlations and
anomaly degrees, aiding in identifying potential root causes of gray
failures. Additionally, it infers the gray failure propagation paths
between metrics, providing interpretability and enhancing opera-
tors’ efficiency in mitigating gray failures. We evaluate GrayScope’s
performance based on 1241 injected gray failure cases and 135 ones
from industrial experiments in Huawei. GrayScope achieves the
𝐴𝐶@5 of 90% and interpretability accuracy of 81%, significantly
outperforming popular root cause localization methods. Addition-
ally, we have made the code publicly available to facilitate further
research.
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1 INTRODUCTION
Servers support countless applications and services, serving as the
core of large-scale data management and a key component in pro-
viding network services [18]. Server operating system (OS) acts
as an intermediary between applications and the server hardware.
They provide essential services such as resource allocation, sched-
uling, input/output processing, and security management, enabling
applications to run efficiently and securely on hardware.

In server OS, the complex interactions between components can
easily lead to performance or availability issues. A significant con-
cern is gray failure, a critical state where the server OS is between
healthy and unhealthy and can cause system instability or opera-
tional efficiency decrease [14, 15, 24]. Gray failures include severe
performance degradation, random packet loss, flaky I/O, memory
thrashing, capacity pressure, and non-fatal exceptions [15]. It has
been shown that gray failures are the root cause of many cata-
strophic failures in the real world [24]. For instance, a gray failure
causing high disk I/O wait times in the server OS can slow down
database applications that rely heavily on disk operations. Gray
failures occur frequently but are difficult to localize, making trou-
bleshooting time-consuming and inaccurate.

Due to the lack of practical fine-grained diagnostic tools, it is
labor-intensive to localize gray failures accurately, requiring trial-
and-error troubleshooting by operators. We have investigated the
server OS failure tickets atHuawei Cloud and found that the average
time from the occurrence of a gray failure to localizing its root cause
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is about eight hours, with some lasting several weeks. Such failures
significantly impact the performance and availability of systems,
yet research on root cause localization for gray failures is relatively
scarce. Some intrusive methods rely on modifying the source code
of applications (e.g., Panomara [14] and OmegaGen [24]), limiting
their practical deployment due to high modification costs and long
localization cycles.

In server OS, metrics are quantifiable measures that provide in-
sights into performance and operational status. These metrics are
collected non-intrusively, ensuring the monitoring process does
not interfere with the system’s normal functioning or degrade
its performance. Several metrics serve as measures of application
performance, known as Key Performance Indicators (KPIs), e.g., av-
erage response time. Anomalies on KPIs often signal potential gray
failures [21] (hereinafter, we use “KPI” to denote the metrics of
applications and apply “metric” to represent other types of met-
rics). Therefore, operators swiftly undertake mitigation measures
to prevent further damage once a KPI exhibits anomalies. In recent
years, a collection of metric-based root cause localization methods
has been proposed for distributed systems, such as microservices,
Web services [6, 20, 23, 27, 30, 32, 36, 37, 46]. These methods can be
roughly divided into statistical, graph-based, and feature learning
methods [38]. Statistical methods [23, 37], which use traditional
statistical analysis methods for root cause localization, are easily
affected by data noise. However, in the server OS, the varying work-
load and the complex interdependencies between components can
generate significant noise in the metric data. This noise can obscure
the statistical patterns these methods rely on, leading to inaccurate
root cause localization. Feature learning methods [20, 46] that use
machine learning techniques to learn feature models from metric
data for root cause localization, often relying on many high-quality
labeled cases. It presents a significant challenge in server OS envi-
ronments, where the specific manifestations of failures can vary
widely across different configurations. As a result, neither statistical
nor feature learning methods designed for distributed systems are
appropriate in localizing the root cause of gray failures in server
OS. Causality graph-based methods, which learn causal graphs
and obtain potential root cause lists, have shown superior perfor-
mance in real-world root cause localization [27, 30, 32, 36]. They are
promising for non-intrusive metric-based gray failure localization
in server OS.

Based on the observations above, our objective is to design a
causality graph-based method to localize the root causes of gray fail-
ures in server OS non-intrusively, accurately, and timely. However,
it faces the following challenges:
(1) Complex causal relationships between metrics. Usually, there
are hundreds of metrics in a server OS. The metric data changes dy-
namically in the server OS over time, and the relationships between
these metrics also evolve dynamically. Previous works apply only
causal learning techniques, such as the PC algorithm [39] or the
Granger causality test [10], to construct the causal graph, making
the causal graph too large and complex for root cause inference.
(2) Underutilization of the correlations. When a gray failure occurs,
usually, some metrics become anomalous. The anomaly degree of
metrics helps prioritize exploration in the root cause inference, fo-
cusing on metrics potentially involved in the gray failure. Previous
works usually utilize root cause inference techniques like random

walk [34] or Page Rank [1] by considering only the anomaly degree
of metrics while ignoring the correlations between each metric and
the gray failure. However, the correlation between metrics and the
gray failure can guide the root cause inference method to localize
the metrics causing the gray failure. Ignoring this correlation can
degrade the performance of root cause inference.
(3) Interpretability. Gray failures in system components can spread
with data flow or shared resources, potentially expanding the im-
pact on the entire system. A lack of information about the propaga-
tion paths of gray failures can affect the efficiency of operators in
mitigating failures.

In this paper, we propose a novel method, GrayScope, tailored
for gray failures in server OS and can non-intrusively, timely, and
accurately localize the root cause of gray failures. The main contri-
butions of this paper are as follows:
(1) To the best of our knowledge, GrayScope is the first work target-
ing root cause localization of gray failures for server OS in a non-
intrusive manner. It significantly improves operators’ efficiency in
diagnosing and mitigating failures.
(2) To learn more reliable causal relationships between metrics,
GrayScope integrates expert knowledge with causal learning tech-
niques to learn the metric causality graph, addressing the first
challenge. Moreover, it combines partial correlation with anomaly
degree to localize root causes, addressing the second challenge.
In addition, we present a simple yet effective failure propagation
path inference technique to infer the gray failure propagation paths
between metrics, addressing the third challenge.
(3) To evaluate the performance of GrayScope, we collect the data
of 1241 gray failures from 16 different server OSes in Huawei. Our
results show that GrayScope achieves the top 5 accuracy (𝐴𝐶@5) of
90% and the average top 5 accuracy (𝐴𝑣𝑔@5) of 82%, significantly
outperforming advanced failure localization methods designed for
distributed systems. To ensure better reproducibility, we have made
our code publicly available [11]. We also validate GrayScope’s per-
formance using gray failure cases collected from the industrial
environment.

2 BACKGROUND
2.1 Preliminaries
2.1.1 Gray Failure. When at least one component perceives the
server OS as unhealthy while observers observe the server OS as
healthy, the server OS is experiencing a gray failure [14, 15, 24].
Gray failures include performance degradation, capacity pressure,
flaky I/O, memory thrashing, random packet loss, and non-fatal
exceptions. They lead to a critical state where the server OS is
between healthy and unhealthy states. The server OS can still de-
liver some normal functions but operates in a mode of decreased
performance or degraded functionality.

2.1.2 KPI and Metric. The assessment of application performance
and server OS state frequently relies on two principal categories of
indicators: Key Performance Indicator (KPI) and metric [30]. KPIs
(e.g., average response time, error rate, and page view count) are
indicators used to assess and monitor the performance of appli-
cations. They provide valuable information about the operational
state of applications, user experience, and system efficiency. Metrics
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Figure 1: The KPI and some metrics in a server OS during a
gray failure caused by CPU exhaustion.

(e.g., CPU utilization, memory utilization, and network throughput),
on the other hand, indicate the status of the server OS’s founda-
tional components. An anomalous metric, suggesting an anomaly
in a server OS, can potentially cause a KPI anomaly. However, not
all metric anomalies cause KPI to be anomalous, as minor or tran-
sient fluctuations in server OS component performance do not
necessarily translate to a degradation in application performance.

In server OS, gray failures are often accompanied by anomalies
in KPIs [15]. To quickly mitigate these gray failures, it is essential to
localize the root cause of the gray failure upon detecting anomalies
in KPIs. KPI is variant in different applications [4]. In this work,
the application scenarios we study mainly include GaussDB [16]
(an enterprise-grade distributed relational database from Huawei),
Redis [5], Kafka [47], and Tomcat [29]. With the domain knowl-
edge of operators, we choose the database throughput as the KPI
for GaussDB, the database request response time for Redis, the mes-
sage production rate per second for Kafka, and the Servlet request
processing time for Tomcat.

2.1.3 Problem Statement. Our objective is to design an accurate
and efficient method for identifying root cause metrics to assist
operators in quickly repairing gray failures in server OS. Specifically,
when a gray failure occurs in a server OS, and an application’s KPI
is detected as anomalous, we collect all relevant metrics from that
server OS. We aim to provide operators with a ranked list of root
cause metrics and the possible gray failure propagation paths for
each potential root cause. Given that an anomaly of a component
can propagate through the server OS [9], and multiple metrics may
exhibit anomalies during a gray failure [51], localizing the root
causes (recognizing a small set of root cause metrics) is crucial for
mitigating gray failures as operators can take targeted mitigation
measures to prevent recurrence, optimize system performance. For
instance, consider a scenario involving CPU exhaustion gray failure,
where the identified root cause metric is CPU utilization. This
metric indicates the CPU is overused, leading to system slowdowns
or performance degradation. This information allows operators to
investigate processes or applications that consume excessive CPU
resources. Note that gray failure detection is beyond the scope of
this paper.

2.2 Motivation
We obtain a collection of gray failure cases from Huawei’s server
OSes. A common symptom observed across all cases is the degra-
dation or interruption of application performance. Once a KPI is
anomalous, operators will act swiftly to mitigate the gray failure to
prevent further damage. Analyzing these cases provided insights
for designing a gray failure localization framework. Due to confi-
dentiality reasons, we have to hide the details of these cases.

Gray failures are common and can propagate in server OS.
Gray failures typically exhibit a typical evolution pattern along the

temporal dimension: Initially, the system may experience minor
failures (latent failures) that are often suppressed. Gradually, the
system transits to partial failure, where some but not all function-
alities are compromised (gray failures). Ultimately, the continued
spread of partial failures may lead to a system crash (complete
failures) [15]. Gray failures are the root of many catastrophic fail-
ures [24]. They can cause severe damage, including inconsistencies,
"zombie" behavior, and data loss, which operators cannot ignore.

Given that modern server OS consists of many highly inter-
active components across layers, when one component becomes
unhealthy, it will likely impact the performance of other compo-
nents (possibly all), affecting the system’s regular operation. Con-
sequently, timely and accurate localization and mitigation of gray
failures in server OS are crucial for ensuring their high availability.
However, current research on the root cause localization of gray
failures in server OS is scarce. The root cause localization methods
designed for failures in distributed systems might be ineffective for
server OS gray failures due to limitations of the methods (such as
the inability to learn dependencies accurately, the need for manual
labels, etc.). Therefore, we propose GrayScope for localizing the
root causes of gray failures in server OS.

Expert knowledge is essential for accurate causality learn-
ing. Identifying causal relationships is a critical task that involves
the intersection of causality and machine learning [44]. Previous
research has successfully explored causal relationships within time
series data through diverse methodologies [27, 30, 32, 36]. Neverthe-
less, these studies frequently overlook the valuable expert knowl-
edge on causality, deeply rooted in the extensive experience of
operators who have managed numerous system failures. It leads to
uncertain or inaccurate causality, which degrades the performance
of the gray failure localization process. Incorporating engineers’
rich diagnostic experience can reduce this uncertainty and enhance
causality accuracy [2, 12, 44].

Our examination of eight gray failure cases in server OS collected
from Huawei determined that the fusion of expert knowledge is cru-
cial in identifying the root causes of gray failures. Specifically, we
use three popular methods, including Granger causality tests [10],
PC algorithm [39], and PCTS algorithm [30], to construct metric
causality graphs. By incorporating expert knowledge, we corrected
erroneous edges. Subsequently, we employ the Root Cause Infer-
ence module (see Section 3.4) of GrayScope to infer the root causes
of gray failures. As listed in Table 1, the results underscore the crit-
ical importance of expert knowledge in accurately localizing gray
failure root causes. When constructing causality graphs using vari-
ous methods, fusing expert knowledge corrects some erroneously
learned causal relationships. Moreover, after integrating expert
knowledge, there is a noticeable improvement in the accuracy of
root cause localization.

Root cause metric exhibits anomaly during a gray failure
and correlates with the KPI. Since applications often rely on
various underlying components, metrics reflecting the health or
performance of these components directly relate to the applica-
tion’s overall performance. For example, high CPU utilization can
lead to extended response times for processing requests. Similarly,
excessive disk utilization or memory leaks can affect application
performance. As shown in Fig. 1, the KPI exhibited anomaly and
represented a gray failure in server OS. The root cause of this
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Table 1: The number of edges in the causality graph constructed by different methods and the results of gray failure localization
(✓for accurate localization and × for inaccurate localization).

Method Disk
Failure_1

Disk
Failure_2

Delay
Failure_1

Delay
Failure_2

Packet Loss
Failure_1

Packet Loss
Failure_2

CPU
Failure_1

CPU
Failure_2

Granger causality tests [10] w knowledge 76 (✓) 92 (✓) 88 (✓) 81 (✓) 42 (✓) 142 (✓) 63 (✓) 54 (✓)
Granger causality tests [10] w/o knowledge 297 (×) 345 (×) 152 (✓) 153 (✓) 155 (×) 395 (×) 210 (✓) 217 (×)

PC algorithm [39] w knowledge 12 (×) 42 (✓) 7 (×) 6 (×) 16 (✓) 15 (×) 31 (✓) 3 (×)
PC algorithm [39] w/o knowledge 59 (×) 95 (×) 40 (×) 43 (×) 54 (✓) 64 (×) 60 (×) 53 (×)
PCTS algorithm [30] w knowledge 32 (✓) 47 (✓) 52 (✓) 50 (×) 48 (✓) 45 (✓) 64 (✓) 43 (×)
PCTS algorithm [30] w/o knowledge 40 (✓) 51 (×) 69 (✓) 63 (×) 73 (✓) 48 (✓) 64 (✓) 89 (×)
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Figure 2: The framework of GrayScope.

gray failure was high CPU utilization, which led to extended re-
sponse times for processing. During the gray failure, the metrics
“mem_utilization” and “cpu_utilization” also showed anomalies,
while the metric “nic_in_packets” appeared normal. Although the
anomaly degree of “mem_utilization” is higher, “cpu_utilization”
correlates more with the KPI when the gray failure occurred. As a
result, the correlation between metrics and the KPI, as well as the
anomaly degree of metrics, are crucial for accurately identifying
the root cause of the gray failure.

3 APPROACH
3.1 Overview
As shown in Fig. 2, GrayScope consists of four key modules:
(1) Data Collection and Anomaly Detection (§3.2). GrayScope
uses metric collection tools to collect runtime monitoring metrics
from multiple data sources at fixed intervals in server OS. It then
triggers root cause localization when an anomaly in KPI is detected.
(2) Causality Graph Learning (§3.3). In root cause localization,
GrayScope first constructs a metric causality structure graph by
plugging relevant metrics in a skeleton graph based on expert
knowledge. It then analyzes causal relationships between metrics
using an observation window for causality testing. By integrating
the metric causality structure graph with the causal relationships
between metrics, a metric causality graph is derived, represent-
ing how various metrics affect KPI and their mutual interactions.
Therefore, GrayScope focuses on relevant metrics rather than all
available data, reducing the chance of spurious correlations. The de-
rived metric causality graph captures the evolving causal structure,

considering direct and indirect relationships between metrics and
the target KPI, overcoming the challenge introduced by complex
causal relationships between metrics (the first challenge).
(3) Root Cause Inference (§3.4). Inspired by the random walk
algorithm, GrayScope considers the weighted combination of the
correlation between metrics and KPI, as well as the anomaly degree
of metrics themselves, as the transition probabilities for the walk.
Starting from the anomalous KPI, GrayScope randomly traverses
along the metric causality graph to generate a potential root cause
ranking list. Integrating the correlation provides a dynamic assess-
ment of potential root causes, mitigating the underutilization of
the correlations (the second challenge).
(4) Propagation Path Inference (§3.5). Finally, GrayScope com-
bines the metric causality graph with the potential root cause rank-
ing list to infer possible propagation paths of the root cause within
the server OS. This provides an interpretable explanation of how
the gray failure spreads through the server OS, aiding operators in
implementing targeted mitigation strategies, thus addressing the
challenge of interpretability (the third challenge).

3.2 Data Collection and Anomaly Detection
By real-timemonitoring of server OSmetrics, operators can promptly
identify and resolve performance issues, ensuring that server OS
meets user requirements. The Data Collection module gathers mul-
tiple runtime information from the server OS across various data
sources, including system calls, applications, and process commu-
nications. Gala-gopher [8] is an eBPF-based low-overhead probe
framework for monitoring and collecting data on server OS net-
work, memory, disk I/O, and scheduling states. It allows for config-
uring existing collection probes based on business needs. We deploy
gala-gopher on each server OS to collect monitoring metrics, setting
the data collection interval at five seconds. Prometheus [35] is an
open-source service monitoring system and time-series database,
providing a generic data model and fast data collection, storage,
and query interfaces. We employ Prometheus to collect metric data
from each server OS at given intervals.

As described in Section §2.1.3, gray failures, when they occur, can
lead to a degradation in application performance, with anomalies in
KPI. Therefore, before localizing the root cause of gray failures, we
first require an anomaly detection algorithm to identify anomalies
in KPI and report the gray failure occurring in the system. Further-
more, according to Pearl’s concept of cause-effect [33], if there is a
causal relationship between two variables, a change in one variable
will lead to a change in the other. Usually, the root cause metrics
will also exhibit anomalies during the gray failure, as anomalous
metrics could be the potential root causes of an abnormal KPI [30].
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Timestamp: 1698030369485,
Server OS: server_os_1
Resource: {
      Anomalous KPI: redis_sli_rtt_nsec,
      Anomaly Score: 9.42558,
      Cause Metrics: [
            {
                  Metric: tcp_link_retran_packets,
                  Anomaly Score: 5.03055
            },
            {
                  Metric: tcp_link_avl_snd_wnd,
                  Anomaly Score: 4.79047
            },
            {
                  Metric: nic_tc_sent_drop,
                  Anomaly Score: 4.57826
            },
            ...
      ] 
}

     Gray Failure Report

Figure 3: An example of gray failure report.

We use gala-anteater [7] to detect anomalies in metrics and KPIs,
as it integrates various time series anomaly detection algorithms,
enabling real-time anomaly detection for different scenarios and
applications. Additionally, it provides anomaly scores for each met-
ric, which provides crucial input for the downstream Root Cause
Inference module. Specifically, it collects data in real-time from
Prometheus and outputs the moment when the anomaly has oc-
curred, the anomalous KPI, and the anomaly scores for all metrics.
Finally, it generates a gray failure report, as shown in Fig. 3.

3.3 Causality Graph Learning
Previous research [6, 27, 30, 32, 36] has shown that learning effective
causality graphs is crucial for failure root cause localization. Numer-
ous studies have utilized the PC algorithm [39] to learn causality
graphs between metrics. However, the PC algorithm can only learn
instantaneous causal relationships and fails to report the extensive
continuous causal relationships between time series [30]. Other
works [31, 32, 40, 45] have employed Granger causality tests [10],
a method of time series analysis used to test for causality between
two time series, to learn causality graphs between metrics. Its basic
idea is that if the past values of time series 𝑋 can better predict the
current value of another time series 𝑌 , and 𝑌 ’s past values do not
provide a better prediction for𝑋 ’s current value, then we can say𝑋
Granger-causes 𝑌 . However, in our scenario, it results in numerous
false causal relationships, leading to low accuracy in root cause lo-
calization. Therefore, we propose a causality graph learning model
that combines expert knowledge with Granger causality tests.

Based on the data sources of the collected metrics, we categorize
the monitoring metrics into six dimensions: performance-related
metrics, CPU-related metrics, memory-related metrics, network-
relatedmetrics, disk-relatedmetrics, and TCP-relatedmetrics, which
we refer to as meta metrics. The causal relationships between these
six categories of meta-metrics serve as a benchmark for causality
testing between metrics. As shown in Fig. 4(a), leveraging expert
knowledge of gray failure patterns, we construct a causality skele-
ton graph of meta metrics for server OS gray failures. It is worth not-
ing that expert knowledge is considered a one-shot cost. GrayScope
enables users to categorize data gathered based on specific appli-
cation scenarios and draw upon historical instances of failures to
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Figure 4: Construction of the causality graph in GrayScope.
(a): meta-metric causality skeleton graph; (b): monitoring
metrics plugging-in; (c): metric causality structure Graph; (d):
metric causality graph.

establish the causality skeleton graph. This method not only di-
minishes the continual reliance on expert intervention but also
augments the adaptability and scalability of GrayScope in response
to evolving scenarios.

We assume metric 𝑋 is not a Granger cause of 𝑌 . We estab-
lish a multivariate regression model with an appropriate𝑚𝑎𝑥𝑙𝑎𝑔

and perform an F-statistical test to compare the fit of models with
and without 𝑋 ’s lagged terms. We determine whether to reject
the null hypothesis based on the F-statistic and significance level
𝑝_𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 . If the null hypothesis is rejected, it indicates that vari-
able 𝑋 Granger causes variable 𝑌 .

As shown in Fig. 4(a), in the expert-knowledge-based causality
skeleton graph constructed, we insert the top 𝑚 related metrics
with the highest anomaly scores for each category of meta-metrics
into the respective types as shown in Fig. 4(b), resulting in the
metric causality structure graph, as shown in Fig. 4(c). Specifically,
in the causality skeleton graph, the network meta-metrics point
towards the CPU meta-metrics, suggesting that, based on expert
knowledge, network-related metrics might be the root cause of
CPU-related metrics. After plugging each meta-metric, their cor-
responding related metrics maintain full connectivity, meaning all
network-related metrics point towards every CPU-related metric.
However, causal relationships between two time series do not al-
ways exist [32]. Therefore, we utilize the 𝑤-minute observation
window data before the gray failure report time for testing. We
perform the Granger causality test for all related metrics using time
series data from the most recent𝑤-minute window obtained from
gala-gopher. If the test confirms a causal relationship, we retain
the current edge; otherwise, we remove it. Finally, we preserve the
subgraph containing the anomalous KPI, resulting in the learned
metric causality graph, as shown in Fig. 4(d).

3.4 Root Cause Inference
Random walk algorithms are based on randomness and are com-
monly used to simulate random graph traversal. They inspire our
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proposed root cause inference algorithm. Identifying root causes
should prioritize metrics highly correlated with KPI [27]. Addition-
ally, root cause metrics usually exhibit anomalies during a gray
failure [30]. Therefore, the random walk should consider the cor-
relation between each metric and the anomalous KPI and each
metric’s anomaly degree.

To infer the root cause, we apply a random walk on the obtained
causality graph. Specifically, we assume a transition probability
matrix 𝐻 , where each element in 𝐻 represents the transition prob-
ability between any two metrics. Suppose there are metrics 𝑣𝑖 and
𝑣 𝑗 in the causality graph, with an edge from 𝑣 𝑗 to 𝑣𝑖 , the transition
probability between 𝑣 𝑗 and 𝑣𝑖 is calculated as follows:

First, compute the partial correlation coefficient 𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛(𝑣 𝑗 )
between 𝑣 𝑗 and the KPI. Then, calculate the relative anomaly degree
of 𝑣 𝑗 using the anomaly score:

𝑎𝑛𝑜𝑚𝑎𝑙𝑦_𝑑𝑒𝑔𝑟𝑒𝑒 (𝑣 𝑗 ) =
𝑎𝑛𝑜𝑚𝑎𝑙𝑦_𝑠𝑐𝑜𝑟𝑒 (𝑣 𝑗 )

𝑎𝑛𝑜𝑚𝑎𝑙𝑦_𝑠𝑐𝑜𝑟𝑒 (𝑣𝑖 ) + 𝑎𝑛𝑜𝑚𝑎𝑙𝑦_𝑠𝑐𝑜𝑟𝑒 (𝑣 𝑗 )
(1)

The transition probability matrix 𝐻 between metrics is obtained by
weighting the partial correlation coefficients and relative anomaly
degrees. Given the causality graph and the transition probability
matrix 𝐻 , the visitor starts from 𝑣𝐾𝑃𝐼 , calculating the probabilities
for forward, backward, and self-transitions, and randomly walks
along the graph. We calculate the matrix 𝐻 ′ in random walk as
follows:
(1) Forward step (walk from result metric to cause metric):

𝐻 ′𝑖, 𝑗 = 𝜆 · 𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛(𝑣 𝑗 ) + (1 − 𝜆) · 𝑎𝑛𝑜𝑚𝑎𝑙𝑦_𝑑𝑒𝑔𝑟𝑒𝑒 (𝑣 𝑗 ) (2)

where 𝜆 ∈ [0, 1] is the weight that controls the contribution of par-
tial correlation coefficient with the anomalous KPI and the anomaly
degree of the metric.
(2) Backward step (walk from cause metric to result metric):

𝐻 ′𝑗,𝑖 = 𝜌 · (𝜆 · 𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛(𝑣𝑖 ) + (1 − 𝜆) · 𝑎𝑛𝑜𝑚𝑎𝑙𝑦_𝑑𝑒𝑔𝑟𝑒𝑒 (𝑣𝑖 )) (3)
where 𝜌 is a parameter controlling the impact of the backward step
and 𝜌 ∈ [0, 1].
(3) Self step (stay in the present metric):

𝐻 ′𝑗, 𝑗 = max[0, 𝐻 ′𝑗, 𝑗 − 𝐻
′𝑚𝑎𝑥
𝑗,𝑘
] (4)

𝐻
′𝑚𝑎𝑥
𝑗,𝑘

= max𝐻 ′
𝑗,𝑘

(5)
where 𝑣𝑘 is a neighboring metric of 𝑣 𝑗 . If the algorithm reaches a
metric and the probability of transitioning to a neighboring metric
is low, then this metric is likely the root cause, and we consider
that the walker should stay at this metric.

Finally, we get 𝐻 by normalizing every row of 𝐻 ′. The next
metric in the sequence of adjacent metrics is randomly selected for
visiting. The probability of visiting each metric is proportional to its
anomaly degree and correlation with the anomalous KPI. We record
the times each metric is visited and arrange them in descending
order as the root cause localization result.

3.5 Propagation Path Inference
Localizing gray failures is crucial for rapidly taking necessary mea-
sures to mitigate them. Studying the propagation paths of gray
failures can assist operators in identifying critical metrics along the
gray failure propagation path, improve their confidence about the

gray failure localization result, shorten the mitigation time of the
gray failure, and enhance system availability.

Our goal is to deduce the gray failure propagation path from
𝑣𝑟𝑜𝑜𝑡 to 𝑣𝐾𝑃𝐼 , based on the current anomalous KPI 𝑣𝐾𝑃𝐼 obtained
from the Anomaly Detection module and the potential root cause
metric 𝑣𝑟𝑜𝑜𝑡 from the Root Cause Inference module. To achieve this,
we designed a method that combines the metric causality graph
with each metric’s anomaly score, the anomalous KPI 𝑣𝐾𝑃𝐼 , and
the root cause metric 𝑣𝑟𝑜𝑜𝑡 to infer potential propagation paths, as
shown in Algorithm 1. We aim to find the shortest path with the
metrics’ highest cumulative anomaly score as the most likely gray
failure propagation path [36].

Algorithm 1: GrayScope Gray Failure Propagation Path
Inference
Input: anomalous KPI: 𝑣𝐾𝑃𝐼 ; root cause metric: 𝑣𝑟𝑜𝑜𝑡 ; metrics’

anomaly score: 𝐴𝑆 ; metric causality graph:𝐺
Output: gray failure propagation 𝑝𝑎𝑡ℎ from 𝑣_𝑟𝑜𝑜𝑡 to 𝑣_𝐾𝑃𝐼

1 𝐺 ′ ← construct the undirected graph based on𝐺
2 𝑉 ← vertices set based on𝐺 ′

3 𝐸 ← edge set based on𝐺 ′

4 𝑤𝑖,𝑗 ← 0 // weight of edge 𝑒𝑖,𝑗 ∈ 𝐸
5 foreach edge 𝑒𝑖,𝑗 ∈ 𝐸 do
6 𝑤𝑖,𝑗 =

2
𝐴𝑆 [𝑖 ]+𝐴𝑆 [ 𝑗 ]

7 end
8 foreach vertex 𝑣 ∈ 𝑉 do
9 𝑑𝑖𝑠𝑡 [𝑣 ] = ∞ // Initial distance

10 𝑝𝑟𝑒𝑣 [𝑣 ] = 𝑈𝑁𝐷𝐸𝐹𝐼𝑁𝐸𝐷 // Previous vertex

11 end
12 𝑑𝑖𝑠𝑡 [𝑣𝑟𝑜𝑜𝑡 ] = 0 // Distance from source to source

13 𝑄 = ∅ // Priority queue to hold vertices

14 foreach vertex 𝑣 ∈ 𝑉 do
// Add each vertex to the priority queue

15 𝑄.ADD-WITH-PRIORITY(v, dist[v])
16 end
17 while𝑄 ≠ ∅ do

// Extract vertex with min distance

18 𝑢 =𝑄.EXTRACT-MIN()
19 if u == 𝑣𝐾𝑃𝐼 then

// Break if destination vertex is reached

20 break
21 end
22 foreach neighbor 𝑣 of 𝑢 do
23 𝑎𝑙𝑡 = 𝑑𝑖𝑠𝑡 [𝑢 ] + 𝑤𝑢,𝑣
24 if 𝑎𝑙𝑡 < 𝑑𝑖𝑠𝑡 [𝑣 ] then
25 𝑑𝑖𝑠𝑡 [𝑣 ] = 𝑎𝑙𝑡
26 𝑝𝑟𝑒𝑣 [𝑣 ] = 𝑢

// Update priority in the queue

27 𝑄.DECREASE-PRIORITY(v, alt)
28 end
29 end
30 end
31 return 𝑝𝑎𝑡ℎ from 𝑣𝑟𝑜𝑜𝑡 to 𝑣𝐾𝑃𝐼 using 𝑝𝑟𝑒𝑣 [ ]

4 EVALUATION
We aim to answer the following research questions (RQs):
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Table 2: Dataset information

Dataset
#CPU

Exhaustion
#Disk IO
High Load

#Network
Latency

#Network
Packet Loss

GaussDB 0 78 62 83
Redis 0 196 46 32
Kafka 20 0 94 187
Tomcat 192 0 134 117

RQ1: How effective is GrayScope in root cause localization?
RQ2: Does each component of GrayScope contribute significantly
to GrayScope’s performance?
RQ3: How accurate is GrayScope in inferring propagation paths?
RQ4: What is the impact of different hyperparameters?

4.1 Experimental Setup
Dataset.To comprehensively evaluate the performance ofGrayScope,
we establish a cluster environment in Huawei, comprising five phys-
ical host machines and 11 virtual machines. EulerOS, a Linux distri-
bution developed by Huawei based on Red Hat Enterprise Linux to
provide OS for server and cloud environment [52], is installed on
each of these 16machines, and extensive experiments are conducted
on them. Four popular applications are deployed across these server
OSes to ensure comprehensive experimentation. We use the chaos
engineering experimental tool Chaosblade [3] for gray failure sim-
ulation to simulate network latency, packet loss, disk IO high load,
and CPU exhaustion. In our experiments, each gray failure simu-
lation lasts for two minutes, with an interval of approximately 20
minutes between injection operations to minimize the interaction
effects between different gray failures. We inject 1241 gray failures,
including 212 gray failures caused by CPU exhaustion, 274 caused
by disk IO high load, 336 caused by network latency, and 419 caused
by network packet loss. Table 2 lists the detailed information about
the dataset. Various types of gray failures may introduce perfor-
mance degradation for different applications; hence, different types
of gray failures are injected into the server OS hosting different
applications. Specifically, CPU exhaustion does not affect the per-
formance of GaussDB or Redis applications. Therefore, the gray
failures caused by CPU exhaustion are not injected in these two
applications. Similarly, the gray failures caused by disk IO high load
do not impact the performance of Kafka or Tomcat applications, so
these are not injected in these two application scenarios.

Implementation. GrayScope is implemented using Python 3.8.
We have made the source code publically available [11]. All of the
experiments are conducted on each server OS. As for the hyper-
parameters, in the Granger causality test, the significance level
threshold 𝑝_𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 and the maximum lag order𝑚𝑎𝑥𝑙𝑎𝑔 are set
to 0.05 and 2, respectively. The parameter 𝜌 , controlling the influ-
ence of the backward steps in the random walk, is set to 0.2. The
parameter 𝑐𝑜𝑟𝑟_𝑝𝑟𝑜𝑝 , which controls the weights of the partial
correlation coefficient and the anomaly degree of metrics, is set to
0.2. We will discuss these parameters in Section 4.5.

Baselines.We select the following approaches as baselines be-
cause these approaches use different types of techniques to localize
the root causes of gray failures at the metric level, which aligns
with the goal of GrayScope: (1) CauseInfer [4] constructs causality

graphs based on the PC algorithm, uses a DFS strategy to traverse
the causality graph, and infers potential root cause metrics based on
anomaly scores. We set the sliding window length𝑤 = 36. (2) Mi-
croCause [30] applies a path condition time series (PCTS) algorithm
to learn the dependency graph of metrics and employs a tempo-
ral cause-oriented random walk (TCORW) algorithm to rank root
cause metrics. We set 𝜌 = 0.5 and 𝜆 = 0.1, where 𝜌 is a parameter
controlling the impact of the backward step and 𝜆 controls the con-
tribution of metric’s causal relationship with the anomalous KPI and
the anomaly degree of the metric. (3) TS-InvarNet [13] constructs
an invariant network by modeling each pair of time series. The
parameter lag order 𝐿𝑎𝑔𝑠 is set to 3. (4) CIRCA [19] constructs the
skeleton based on system architecture and uses regression-based
hypothesis testing (RHT) and descendant adjustment methods to
infer failure root cause metrics in the graph. Its training and testing
window lengths are set to 110 and 10, respectively.

Evaluation metrics. To evaluate GrayScope and baseline meth-
ods, we use 𝐴𝐶@𝑘 and 𝐴𝑣𝑔@𝑘 to assess their outcomes. These
metrics are the most commonly used in the literature [19, 30, 50].
𝐴𝐶@𝑘 represents the probability that the top 𝑘 results given by
each method include the real root causes of all given gray fail-
ure cases. A higher 𝐴𝐶@𝑘 value, especially for smaller 𝑘 , indicates
greater method accuracy in identifying root causes. Since the search
space is smaller, the methods with higher 𝐴𝐶@𝑘 can significantly
improve the efficiency of operators in troubleshooting gray failures.
Given a set of gray failure cases 𝐴, 𝐴𝐶@𝑘 is calculated as follows:

𝐴𝐶@𝑘 =
1
|𝐴|

∑︁
𝑎∈𝐴

∑
𝑖≤𝑘 𝑅𝑎 [𝑖] ∈ 𝑉𝑎
𝑚𝑖𝑛(𝑘, |𝑉𝑎 |)

(6)

where 𝑅𝑎 [𝑖] is the ranking result of all metrics for a gray failure
case 𝑎, and 𝑉𝑎 is the actual root cause set for the gray failure case
𝑎. 𝐴𝑣𝑔@𝑘 evaluates the overall performance of each method by
calculating the average 𝐴𝐶@𝑘 . 𝐴𝑣𝑔@𝑘 is calculated as follows:

𝐴𝑣𝑔@𝑘 =
1
𝑘

∑︁
1≤ 𝑗≤𝑘

𝐴𝐶@ 𝑗 (7)

4.2 Overall Performance (RQ1)
Table 3 lists the performance of different methods across four ap-
plication scenarios. The complexity is analyzed by comparing the
time required to localize each gray failure case. It takes 8.74 s for
GrayScope, 307.72 s for CauseInfer [4], 19.71 s for MicroCause [30],
9.96 s for TS-InvarNet [13], and 2.40 s for CIRCA [19]. GrayScope
achieves a satisfactory gray failure localization efficiency.GrayScope
demonstrates superior performance compared to all baseline meth-
ods, achieving an impressive𝐴𝐶@5of 0.90. Specifically,GrayScope’s
accuracy at 𝐴𝐶@5 is 10% higher than that of TS-InvarNet [13], the
best-performing baseline method. Regarding overall performance,
GrayScope outperforms others, with its 𝐴𝑣𝑔@5 reaching 0.82, a
relative improvement of 18% compared with the second place. In-
tegrating expert knowledge for capturing more accurate causal
relationships and combining partial correlation with anomaly de-
gree for root cause inference empowers GrayScope’s success.

Except for CIRCA [19], all other baseline methods ignore the
significance of expert experience, which is essential for accurately
identifying the root causes of gray failures in server OS. However,
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Table 3: Effectiveness of root cause localization

Method
All GaussDB Redis Kafka Tomcat

𝐴𝐶@3 𝐴𝐶@5 𝐴𝑣𝑔@5 𝐴𝐶@3 𝐴𝐶@5 𝐴𝑣𝑔@5 𝐴𝐶@3 𝐴𝐶@5 𝐴𝑣𝑔@5 𝐴𝐶@3 𝐴𝐶@5 𝐴𝑣𝑔@5 𝐴𝐶@3 𝐴𝐶@5 𝐴𝑣𝑔@5

GrayScope 0.86 0.90 0.82 0.96 0.97 0.95 0.97 0.97 0.91 0.81 0.85 0.80 0.77 0.86 0.70
CauseInfer [4] 0.23 0.25 0.21 0.39 0.41 0.37 0.42 0.49 0.40 0.14 0.15 0.12 0.09 0.10 0.08
MicroCause [30] 0.68 0.75 0.64 0.69 0.73 0.67 0.75 0.84 0.69 0.57 0.63 0.55 0.71 0.79 0.65
TS-InvarNet [13] 0.68 0.80 0.63 0.87 0.93 0.81 0.86 0.93 0.81 0.49 0.66 0.46 0.60 0.74 0.55

CIRCA [19] 0.51 0.64 0.50 0.74 0.83 0.73 0.92 0.95 0.88 0.39 0.57 0.38 0.21 0.39 0.22
C1 0.71 0.82 0.66 0.89 0.93 0.83 0.85 0.92 0.79 0.55 0.73 0.50 0.65 0.76 0.59
C2 0.27 0.34 0.26 0.47 0.54 0.45 0.42 0.47 0.40 0.18 0.24 0.17 0.15 0.21 0.15
C3 0.58 0.74 0.59 0.64 0.68 0.64 0.71 0.77 0.68 0.46 0.73 0.53 0.55 0.76 0.55
C4 0.73 0.80 0.69 0.70 0.75 0.69 0.84 0.88 0.78 0.68 0.73 0.67 0.71 0.81 0.66
C5 0.54 0.73 0.52 0.74 0.96 0.70 0.88 0.95 0.82 0.31 0.51 0.31 0.38 0.64 0.38

CIRCA [19] localizes root causes based on metric data distribution,
which is easily impacted by the data noise in server OS. The unsatis-
factory performance of CauseInfer [4] is attributed to its use of the
PC algorithm, which fails to learn continuous causal relationships
in time series, and its reliance on DFS for root cause inference based
solely on whether metrics are anomalous, leading to inaccuracy.
MicroCause’s [30] reduced accuracy is due to learning some incor-
rect metric causality relationships. TS-InvarNet [13] localizes root
causes based on the out-degree size of nodes in the causality graph,
neglecting the failure propagation process across the entire causal
network. Its inference results are limited as they consider only local
features surrounding the nodes.

4.3 Contribution of Key Components (RQ2)
To demonstrate the effectiveness of different critical components in
GrayScope (causality graph construction; root cause inference), we
reconfiguredGrayScope by removing or substituting its components
with standard and state-of-the-art techniques, creating five variants,
C1-C5. (1) C1 removes the skeleton graph from GrayScope and only
uses causal inference between metrics (Granger causality test) to
build the causality graph. (2) C2 uses the PC algorithm instead of
the Granger causality test and combines it with a skeleton graph
based on expert knowledge for causality graph construction. (3)
C3 relies solely on partial correlation coefficients for root cause
inference. (4) C4 bases root cause inference only on the anomaly
degrees of metrics. (5) C5 uses DFS instead of the random walk for
root cause localization.

Table 3 lists GrayScope’s superior performance across various ap-
plication scenarios compared to all the variants mentioned above,
demonstrating each component’s significance. When the skele-
ton graph is removed (C1), both AC@5 and Avg@5 degrade. The
results indicate that the skeleton graph can capture causal rela-
tionships between different metrics, thereby accurately learning
inter-metric causal relationships by combining causal learning tech-
niques. AC@5 and Avg@5 decrease when the PC algorithm replaces
the Granger causality test (C2), suggesting that the Granger causal-
ity test is more effective in learning the continuous causal rela-
tionships in time series than the PC algorithm. The performance
becomes worse when relying solely on partial correlation coeffi-
cients or solely on the anomaly degrees of metrics (C3 & C4). The
reason is that both partial correlation coefficients and anomaly
degrees of metrics can provide effective assistance for root cause
inference, and both should be considered simultaneously during the
inference process. When DFS replaces the random walk (C5), the

performance degrades as judging whether a metric is the root cause
solely based on whether the metric is anomalous is not enough.

4.4 Interpretability (RQ3)
To the best of our knowledge, no standard in the academic or in-
dustrial community can definitively determine the accuracy of a
given failure propagation path. Accordingly, we conducted a ran-
dom sampling of 200 cases wherein GrayScope accurately identified
the root cause at the top 1 position. Following this, we invited the
expertise of two seasoned operators, each possessing a minimum of
five years of operational experience, to assess the potential gray fail-
ure propagation paths delineated by GrayScope in these instances.
Their task was to ascertain the correctness or incorrectness of these
paths. When discrepancies arose between the assessments provided
by the two operators, a third experienced operator was engaged
to adjudicate, thereby ensuring the fidelity and impartiality of the
evaluation.

The results indicated that out of the sampled 200 cases,GrayScope
correctly identified the gray failure propagation path in 163 cases.
We reasonably infer that GrayScope can accurately provide the
correct gray failure propagation path with an accuracy rate of 81.5%,
which assists operators in rapidly mitigating the gray failures.

4.5 Hyperparameters Sensitivity (RQ4)
We will discuss the impact of four hyperparameters of GrayScope.
Figure 5 shows the variation of AC@5 with different hyperparame-
ter settings.
(1) The significance level threshold. 0.05 is an ordinary signifi-
cance level, and we aim to ensure that our conclusions are statis-
tically significant. Hence, 𝑝_𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 is usually set to less than
0.05. When 𝑝_𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 changes from 0.01 to 0.05, the performance
of GrayScope remains relatively stable. Setting the 𝑝_𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 to
the expected value of 0.05 is more reasonable for determining the
existence of causality, resulting in better model performance.
(2) Maximum lag order. This parameter represents the maximum lag
order in the Granger causality test. GrayScope performs optimally
when𝑚𝑎𝑥𝑙𝑎𝑔 is set to 2. When𝑚𝑎𝑥𝑙𝑎𝑔 varies from 1 to 5, the𝐴𝐶@5
of GrayScope remains almost unchanged. The experiment shows
that GrayScope is insensitive to changes in𝑚𝑎𝑥𝑙𝑎𝑔.
(3) Parameter controlling the impact of a backward step in the
random walk. Here, we change 𝜌 from 0 to 1, and the results show
that when 𝜌 is greater than 0, the 𝐴𝐶@5 of GrayScope tends to
stabilize. GrayScope performs optimally when 𝜌 is set to 0.2.
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Figure 5: Parameters sensitivity on GrayScope.
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Figure 6: Gray failure cases: the red arrows represent the gray
failure propagation path.

(4) Weight of partial correlation coefficient and anomaly degree. As
can also be seen in the experiments in Section §4.3, the anomaly
degree has a more significant impact on the accuracy of the results
than the partial correlation coefficient. Therefore, we set 𝜆 to be
less than or equal to 0.5. When 𝜆 changes from 0.1 to 0.5, the𝐴𝐶@5
of GrayScope remains almost unchanged. Overall, GrayScope works
best when 𝜆 is set to 0.2.

4.6 Threats to Validity
A primary threat to the internal validity of our study lies in the
implementation process of GrayScope. Our implementation is based
on mature frameworks to mitigate this potential threat and has
undergone rigorous checks and testing.

Regarding the external validity of our research, a potential threat
lies in our study subjects. All our studies use data collected from
four application scenarios in Huawei’s server OS. However, we
believe that our approach possesses sufficient generality. Server
OS business scenarios in other companies or domains may have
different characteristics, such as metric fluctuations and anomaly
propagation. Our study’s accuracy and efficiency might not directly
apply to other application scenarios. In the future, GrayScope will
include further evaluations to make it applicable to a broader range
of application scenarios.

5 DISCUSSION
5.1 Case Study
GrayScope has been deployed in Huawei Cloud for four months
to help operators timely and accurately localize gray failures for

server OSes. GrayScope is deployed on each server OS and is trig-
gered when a KPI becomes anomalous. We further evaluate the
performance of GrayScope based on a dataset collected from the
industrial environment of Huawei Cloud, denoted as 𝑪 . There are
135 server OS gray failure cases in 𝑪 . Among 48 cases caused by net-
work latency, GrayScope’s AC@3 reached 0.83; in 50 cases caused
by disk IO high load, the AC@3 achieved 0.98; and among 37 cases
caused by high memory utilization, the AC@3 attained 0.94. It took
GrayScope 6.97 s to localize the root cause of each gray failure on
average.

To gain insights into the gray failure localization process of
GrayScope, we utilize three cases from dataset 𝑪 to illustrate the
step-by-step workflow employed by GrayScope, as shown in Fig. 6.
(1) CPU exhaustion. When the Anomaly Detection module of
GrayScope detected anomalies in the performance metric sli_tps of
the GaussDB application, it triggered GrayScope to conduct root
cause localization. GrayScope identified cpu_user_msec (the amount
of time that the CPU has spent executing processes in user mode)
as the primary culprit behind the gray failure and provides the
possible propagation path of the gray failure. According to the
results provided by GrayScope, this gray failure was attributed to
an application process consuming a significant amount of CPU
time (cpu_user_msec ↑), resulting in insufficient CPU resources for
processing disk I/O, leading to disk operations being queued for pro-
cessing (disk_util ↓), ultimately causing a decrease in the throughput
of the GaussDB application (sli_tps ↓). With the root cause localiza-
tion result, operators promptly investigated suspicious processes
with high CPU utilization and quickly took measures to restore the
performance of GaussDB.
(2) Network latency.When network instability led to increased
response time (tcp_link_srtt ↑ ), the number of requests received
by GaussDB from users within a unit of time decreased, resulting
in reduced disk I/O demands (disk_util ↓), ultimately manifesting
as degradation in GaussDB performance (sli_tps ↓). After receiving
the gray failure ticket generated by GrayScope, operators inspected
and configured network-related devices on the server OS, promptly
mitigating this gray failure.
(3) Disk IO high load. The underlying logic involved suspicious
processes heavily utilizing disk write bandwidth (disk_wspeed ↑),
causing GaussDB to lack sufficient disk I/O resources for data write
operations, resulting in performance degradation (sli_tps ↓). When
operators received the gray failure ticket generated by GrayScope,
they quickly identified and addressed suspicious processes with
high disk write resource utilization.

Based on the above analysis, it is evident that the measures taken
byGrayScope to provide gray failure paths offer greater convenience
to operators and strengthen their acceptance of root causes.
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5.2 Lessons Learned
Our experiments on gray failure cases from the industrial environ-
ment of Huawei Cloud reveal that the current industrial practice of
gray failure root cause localization relies heavily on the intuition
from operators’ diagnosing experience. Therefore, this paper ex-
plores the significance of expert knowledge for accurate root cause
localization. Furthermore, the anomaly scores of metrics, serving
as preliminary evidence of potential root causes in the gray fail-
ures, are crucial for the effective operation of GrayScope. Based
on the conducted experiments, we draw attention to two primary
limitations of GrayScope as follows:
(1) GrayScope currently relies on expert knowledge when learning
causal graphs, as operators typically expect failure localization so-
lutions to be compatible with their existing knowledge. However,
it may limit the flexibility and accuracy of GrayScope’s implemen-
tation. To resolve this issue, future iterations of GrayScope will
explore mechanisms to enhance the autonomy of the causal learn-
ing process, which can learn and update causal graphs with minimal
human intervention, thereby balancing the need for expert insight
with the benefits of automated learning.
(2) In the current version of GrayScope, the input requires the anom-
aly scores of various metrics, which depend on the accuracy of
the anomaly detection methods and the reliability of the anomaly
score calculations. In the future, we plan to design a module to
measure the degree of metric anomalies, eliminating the need to
input anomaly scores into the method directly.

6 RELATEDWORK
6.1 Causal Discovery
The PC algorithm [39] determines the presence or absence of edges
(connections) between variables by employing statistical indepen-
dence tests and conditional independence relationships and is par-
ticularly useful for inferring causal relationships from observational
data. CauseInfer [4], MS-Rank [26], and AutoMap [28] apply PC
algorithm to construct causal graphs based on performance metrics
(e.g., latency). ServiceRank [27] extracts the causal relationships
between services. MicroCause [30] uses an improved PC algorithm
to learn the causal relationship of each point of the time series.
However, due to the high computational complexity, the PC algo-
rithm requires a lot of computational resources and time, making it
inappropriate for server OS with limited computational resources
for gray failure localization. Moreover, the PC algorithm’s high
sensitivity to data distribution makes their results unstable.

The Granger causality test [10] has been used by many methods
to analyze the causality of time series [31, 32, 40]. For instance,
DyCause [32] performs the Granger causality test to get the degree
of influence of the service on the front-end application and other
services. However, these methods may learn inaccurate causality by
overlooking the valuable knowledge of experts regarding causality,
thereby degrading the performance of the gray failure localization.

Some other approaches employ novel techniques to learn causal
relations. For example, REASON [42] proposes a hierarchical graph
neural network-based causal discovery method to learn interdepen-
dent causation frommultivariate time series. However, constructing
and training hierarchical graph neural networks to model causal
relationships require substantial computational resources, which

is inappropriate for our scenario where only little computational
resources can be used for gray failure localization in a server OS.
FRL-MFPG [6] introduces a method (MFPG-FC) to map failure
propagation, effectively handling dependencies in microservice ar-
chitectures. However, it may face challenges in scenarios like server
OS, where microservice-specific failure patterns do not apply.

6.2 Root Cause Localization
DFS-based methods [4, 22] and BFS-based methods [32, 36] tra-
verse the graph more dependent on anomaly detection results. Both
DFS and BFS can become computationally expensive and less ef-
ficient as the size of the metrics’ causality graph increases. More-
over, these methods might localize multiple potential root causes
without distinguishing which are more likely or impactful. Some
works adopt random walk and its variants [6, 26–28, 30, 41, 42] or
PageRank [25, 43, 48, 49] to rank and localize root causes. How-
ever, these works usually ignore the correlations between metrics
and KPIs, making the root cause inference inaccurate. Some ap-
proaches [17, 19] link causal inference interventions to root cause
localization, utilizing causal methods to discover the root cause.
These approaches rely on the distribution of metric data to localize
root causes, hence the accuracy of localization is susceptible to the
data noise in server OS. Other approaches utilize machine learning
techniques to automatically learn a microservices system’s nor-
mal and various failure states from metrics, aiming to accomplish
root cause localization tasks. For example, HRLHF [44] compares
the temporal causal mechanism between normal and abnormal
periods in microservices, aiding in anomaly attribution for each
sub-component. TS-InvarNet [13] is based on the assumption of
the stability of relationships between KPIs, aiming to mine and
interpret state changes of invariants for root cause localization.
Nevertheless, the performance of these approaches in gray fail-
ure localization for server OS is primarily hindered by their high
computational cost that cannot be guaranteed in a server OS.

7 CONCLUSION
This paper investigates the root cause localization problem of gray
failures in server OS.We introduceGrayScope, a methodology for lo-
calizing root causes by mining causal relationships between metrics
and gray failure propagation patterns. Integrating expert knowl-
edge with causal learning techniques ensures more reliable learning
of metric causal graphs. The combination of partial correlation and
anomaly degree enhances the accuracy of root cause inference. The
recommendation of propagation paths enhances the interpretabil-
ity of the results. We conducted extensive evaluation experiments
based on the 1241 injected gray failures in Huawei to verify the
effectiveness ofGrayScope. Empirical results relying on the 135 gray
failure cases in the industrial environment affirm the robustness
and efficacy of GrayScope in achieving accurate and efficient root
cause localization. We have made the source code publicly available
for further research.
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