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Abstract—Anomaly clue localization ofmulti-dimensional derivedmeasure is vitally important for the reliability of online video services.

In this paper, we proposeRobustSpot, an end-to-end framework for localizing the clues to anomalousmulti-dimensional derivedmeasures.

RobustSpot integrates two novel indicators, i.e., “Anomaly Degree” and “Contribution Ability”, with a simple yet effectivemethod, weighted

association rulemining (WARM), to automaticallymine the hidden relationships across data dimensions for localizing themost likely clues

to the root cause. Using 135 real-world cases collected froma top-tier global online video service providerH with 170+millionmonthly active

users, we demonstrate that RobustSpot achieves high accuracy (Top-5 accuracy of 98%), significantly outperforming state-of-the-art

methods. The average localization time of RobustSpot is 1.83s, which is satisfying in our scenario.We have open-sourced the

implementation of RobustSpot aswell as the data used in the evaluation experiments.
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1 INTRODUCTION

TODAY’S online video services provide application services
for a significant number of customers. The performance of

online video services is vitally important to customers’ quality
of experience (QoE) because even a short period of failure can
bring poor experience tomany customers. Therefore, operators
carefully monitor these services’ performance using some
measures, e.g., the ratio of viewers suffering from stalling (stall-
ing ratio) [1], [2]. When these measures become anomalous, it
usually demonstrates that a high ratio of users suffers from
QoE problems, and operators need to localize the clue to the
root cause formitigating the anomaly quickly.

Usually, these measures are derived from fundamental
measures [3], [4], and they have several attributes, each of
which has multiple attribute values. Taking stalling ratio
(SR) as an example, it is a derived measure [3], [4] generated
from two fundamental measures: the number of viewers suf-
fering from stalling (SV) and the number of online viewers
(OV). Specifically, SR ¼ SV =OV . Table 1 lists three real-
world examples of the measurement records of SV, OV and
SR. Usually, a measurement record has several attributes,
e.g., CDN (the Content Delivery Network provider that
delivers the video), Bitrate (the number of bits transmitted
per second needed to play the video smoothly), and Device
Type (the type of devices viewers used to play the video).
Each attribute has multiple attribute values, e.g., the device
used by viewers can be an iOS phone, an Android phone, or
a PC. Typically, these measurement records are collected in
every time interval (e.g., every minute). Moreover, the most
fine-grained records can be naturally combined to form
more coarse-grained measures. For example, all the mea-
surement recordswith C=CDN1 and B=500 can be combined
into ðC ¼ CDN1; B ¼ 500; D ¼ �Þ, where � is a wildcard.

When the total measure (i.e., ðC ¼ �; B ¼ �;D ¼ �Þ) is
anomalous, e.g., experiencing a sudden spike or level shift, it
is crucial but challenging to localize the clue to the root cause,
i.e., a combination of some attribute values (called single-clue
hereinafter, e.g., ðC ¼ CDN2; B ¼ �;D ¼ iOSÞ), or two or
more such combinations (called multi-clue hereinafter, e.g.,
ðC¼CDN3; B¼�;D¼ iOSÞ and ðC¼CDN2; B¼�;D¼PCÞ),
that have the most potential to have caused the anomalous
total measure. According to the clue, operators can exper-
tise root cause localization and take action to quickly miti-
gate the anomaly. However, the localization of potential
clues, e.g., ðC ¼ CDN2; B ¼ �; D ¼ iOSÞ, is quite difficult,
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because a sudden change (anomalous behavior) in the
clue combination, ðC ¼ CDN2; B ¼ �; D ¼ iOSÞ, can prop-
agate to more coarse-grained combinations (cause them to
change unexpectedly), e.g., ðC ¼ �; B ¼ �; D ¼ iOSÞ, and
more fine-grained combinations, e.g., ðC ¼ CDN2; B ¼
2000; D ¼ iOSÞ, or even other related combinations, e.g.,
ðC ¼ �; B ¼ 2000; D ¼ �Þ [4], [5] (more details can be seen
in Section 2.2). Consequently, it is infeasible to manually
localize the anomaly clue of multi-dimensional derived
measures. In this paper, we aim to automatically, accurately,
and rapidly localize the clue when the total multi-dimensional
derivedmeasure of online video services becomes anomalous.
Note that we only deal with the case where the total derived
measure is anomalous in this paper.

Although several works have been proposed for anomaly
clue localization of multi-dimensional measures, including
iDice [6], HotSpot [5], Squeeze [4] and ImpAPTr [7], the for-
mer two works cannot localize anomalies for derived meas-
ures. Additionally, ImpAPTr cannot be applied for the
multi-clue scenario, and neither Squeeze nor ImpAPTr can
address the following two challenges well (more details can
be seen in Section 2.2).

1) Derived measures have more complex patterns than funda-
mental measures.More specifically, the magnitude of the
difference between forecast and actual measurement,
onwhich iDice, HotSpot, ImpAPTr, and Squeeze relied,
cannot fully capture the anomaly patterns of derived
measures. To accurately localize clues, we should con-
sider, for both derived measures and fundamental
measures, the differences between their forecast mea-
surement and actual measurement in terms of magni-
tude. In addition, we should also pay attention to the
direction of the change from the actual measurement to
the forecastmeasurement, i.e., an increase or a decrease.

2) The propagation pattern and distribution of attribute val-
ues are complex. After extensive investigations on
real-world cases of multi-dimensional derived meas-
ures, we find that the propagation pattern from the
clue combinations to other combinations, which is
the key to infer the clue combinations, does not
always comply with the “Ripple Effect” rule serving
as the base of HotSpot and Squeeze. This causes nei-
ther HotSpot nor Squeeze to perform well in our sce-
nario (more details can be seen in 5.2). Moreover, the
fundamental measures with different attribute val-
ues in normal situations can be very imbalanced. For
example, the SV with ðD ¼ iOSÞ or that with ðD ¼
AndroidÞ are much larger than that with ðD ¼ PCÞ
when the total SR is normal. This can easily cause
that an anomaly localization method, e.g., iDice, Hot-
Spot, ImpAPTr, and Squeeze, mistakenly regard the

combinations which contain attribute values occupy-
ing a large portion in normal situation as the clue.

Therefore, we propose a novel anomaly localization frame-
work, RobustSpot, to accurately and rapidly perform anomaly
localization for multi-dimensional derived measures. The
main contributions of thiswork are summarized as follows:

� We propose two simple yet effective indicators, namely
“Anomaly Degree” and “Contribution Ability”, thro-
ugh which the possible clues are narrowed down to a
small set. The combination of these two indicators accu-
rately captures the complex patterns of anomalous
derivedmeasures and thus addresses the first challenge.

� We propose a new algorithm, Weighted Association
Rule Mining (WARM), to capture the hidden relation-
ship across dimensions and effectively learn the propa-
gation pattern from clue combinations to other
combinations. In addition, for each attribute, WARM
successfully balances the biased distribution of its dif-
ferent attribute values. WARM addresses the second
challenge.

� Based on 135 real-world cases collected from a top-tier
global online video service providerHwith 170+million
monthly active users,we conduct extensive experiments
to demonstrate the performance of RobustSpot. Robust-
Spot achieves 98% ACC@Top5, which is greatly higher
(by 26%) than the best baseline method. In addition, the
average anomaly localization time for each case is 1.83s,
satisfying the requirement of online deployment.

� We have implemented and deployed RobustSpot in
H for 10+ months, and share some successful stories
in Section 6. Moreover, to get readers more easily
understand our work, we have made the data and
code publicly available [8].

2 PRELIMINARIES

2.1 Problem Definition

Table 2 lists the important notations of this paper. Ameasure is
an indicator reflecting the QoE. It is dynamically monitored
and collected at the server-side using application performance
management (APM) systems such as CAT, pinpoint, skywalk-
ing, and zipkin [7]. It can be classified into two types: fundamen-
tal measure and derived measure. A fundamental measure
usually counts the number of viewers with predefined charac-
teristics, e.g., setting video’s Bitrate = 500, using Android
devices, suffering from stalling. Typically, it is additive, e.g.,
for the SV in Table 1, SV ðB ¼ 500Þ ¼ 5þ 8 ¼ 13. A derived
measure (e.g., SR), however, is usually a ratio derived
from fundamental measures1, and it is not additive, e.g.,

TABLE 1
Examples of SV, OV, SR Records

Attribute CDN (C) Bitrate (B) Device
Type (D)

Measure SV OV SR

Attribute Value
CDN1 500 PC

Measurement record
5 90 0.056

CDN2 500 iOS 8 100 0.08
CDN3 2000 Android 5 110 0.045

1. We mainly focus on ratio based derived measures in this work.
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SRðB ¼ 500Þ 6¼ 0:056þ 0:08. It can only be calculated by
aggregating its fundamental measures, e.g., SRðB ¼
500Þ ¼ 5þ8

90þ100 ¼ 0:068. Typically, operators pay more
attention to derived measures than fundamental meas-
ures, because the former one more comprehensively
reflects the performance of services.

A measure usually contains multi-dimensional attributes.
An attribute, e.g., CDN, Bitrate, Device Type, Internet service
provider (ISP), defines a type of configuration information at
the viewer-side and it is recorded by the APM systems at the
server-side. It usually has different values. For example, a
viewer can set the bitrate to be 500, 1200, or 2000 (kbps),
choose a CDN as CDN1, CDN2, or CDN3, and use a device
like an iOS phone, an Android phone, or a PC. A viewer
usually falls into a specific attribute combination, e.g., ðC ¼
CDN2; B ¼ 500;D ¼ iOSÞ in Table 1. This most-fine-grained
attribute combination is called a leaf attribute combination
(notated as "). There are also aggregated attribute combina-
tions, e.g., ðC ¼ CDN2; B ¼ �;D ¼ iOSÞ, ðC ¼ �; B ¼ 2000;
D ¼ �Þ. Fig. 1 shows all possible attribute combinations of the
measures in Table 1, and the most-fine-grained attribute com-
bination set in Layer 3 is called leaf set (notated asE).

Usually, the root cause of an anomalous total SR can be
a failed CDN service provider, an erroneous software
upgrade, a misconfiguration at the server-side, a network
disconnection of an ISP, etc. Localizing such root causes is
quite challenging due to the large scale, frequent update,
and high complexity of today’s online video services[9].
When operators observe that the QoE is degraded (e.g., a
sudden increase in the total SR), they usually try to identify
the clue attribute combination(s) at first, which represents

the right direction to explore the root cause of anomalous
total SR without misleading information [7]. For example,
after the service provider released a new version of the
Android application, which did not effectively support high
bitrate (e.g., B ¼ 2000) video, most of the viewers with the
attribute combination ðC ¼ �; B ¼ 2000; D ¼ AndroidÞ suf-
fered from stalling, leading to an anomalous total SR. The
combination of ðC ¼ �; B ¼ 2000; D ¼ AndroidÞ was a valid
clue attribute combination for the anomalous total SR. How-
ever, neither ðC ¼ �; B ¼ 500; D ¼ iOSÞ nor ðC ¼ �; B ¼
�; D ¼ AndroidÞ was a valid clue attribute combination
because the former showed the wrong direction for opera-
tors to explore the root cause, and the latter provided mini-
mal information. After the clue attribute combination, i.e.,
ðC ¼ �; B ¼ 2000; D ¼ AndroidÞ, was localized, operators
investigated what happened to the viewers using Android
devices with Bitrate=2000. They found that the newly
released Android application did not support a high bitrate
well, which caused the viewers having upgraded Android
applications to suffer from stalling. Therefore, they quickly
fixed the bugs in the Android application and released a new
version. Similarly, when operators found that ðC ¼ CDN3;
B ¼ �; D ¼ �Þwas the clue attribute combination, they inves-
tigated what happened to the CDN provider CDN3, and
found that CDN3 experienced a network outage because of a
router failure. Consequently, they switched the content
delivery services provided by CDN3 to other CDN pro-
viders, successfully addressing the problem.

The search space of all possible clues is quite large. For
example, when the number of attribute values of C, B and D
attributes is 13, 24 and 9, respectively, there will be 3499
combinations. In this case, the search space becomes
23499 � 1 [5], making the brute-force search algorithm inap-
plicable in our scenario. Therefore, instead of brute-force
search, RobustSpot integrates two novel indicators, i.e.,
“Anomaly Degree” and “Contribution Ability”, with a sim-
ple yet effective method, WARM, to efficiently mine the hid-
den relationships across data dimensions (see Section 5.4 for
more details).

Now we apply a toy example to show how to manually
localize anomaly clues for multi-dimensional derived meas-
ures. As shown in Table 3, suppose that SR has two attributes
– C and B, and their attribute value sets are {CDN1, CDN2,
CDN3} and {1200, 500}, respectively. Apparently, when theFig. 1. The possible combinations for the measures in Table 1.

TABLE 2
List of Important Notations

Notation Definition Notation Definition

Fundamental measure The additive measure, e.g., SV, OV fdðT Þ The forecast measurement value of the total SR
Derived measure The non-additive measure derived from

fundamental measures
P The set of preserved "

Attribute (dimension) A feature of an online viewer, e.g., video
bitrate, CDN, device type

Dp, Do The databases weighting " in P and E,
respectively

Attribute value The potential value of an attribute, e.g., the
device type can be iOS, Android or PC

Supportp, Supporto The Support of " in Dp and Do, respectively

h An attribute combination Supportb The difference between Supportp and Supporto
" A leaf attribute combination ta, tc The thresholds of AD and CA, respectively
E The set of " C The set of h 2 Dp

mdð"Þ,msð"Þ,moð"Þ The actual measurement value of "’s SR,
SV and OV, respectively

S The set constituted by the subsets ofCwhere there
are no two subsets share common attribute value

fdð"Þ, fsð"Þ, foð"Þ The forecast measurement value of "’s SR,
SV and OV, respectively

R The candidate clue set
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total SR becomes anomalous, the clue is an element or a
non-empty subset of fðC ¼ CDN1; B ¼ �Þ; ðC ¼ CDN2; B ¼
�Þ . . . ; ðC ¼ CDN3; B ¼ 500Þg. For each cell in Table 3, the
value before the arrow is the forecast (normal) measurement
of SR ¼ SV =OV , and the one after arrow is the actual value
of SR. Obviously, the bottom-right cell denotes the total
value of SR, which has a large difference between the fore-
cast measurement, i.e., 0.04 ( 20500), and the actual measure-
ment, i.e., 0.21 (100480), and thus it is anomalous. In this case, we
can see that ðC ¼ CDN1; B ¼ 1200Þ, ðC ¼ CDN1; B ¼ 500Þ
and ðC ¼ CDN1; B ¼ �Þ all have large differences between
their forecast and actual measurement, respectively. On the
contrary, other attribute combinations have relatively small
differences. That is, the ratios of all attribute combinations
with C ¼ CDN1 suffer from anomalies. Therefore, we can
conclude that the clue of the anomalous total SR is ðC ¼
CDN1; B ¼ �Þ, or ðC ¼ CDN1Þ for short2. Although it seems
straightforward to deduce the clue in this case, as the number
of different attributes, and/or that of different attribute val-
ues of each attribute increase, the search space will increase
exponentially.

2.2 Challenges

There are two main challenges in anomaly localization of
multi-dimensional derived measures as follows.

Challenge 1: Derived Measures Have More Complex Patterns
Than Fundamental Measures. As aforementioned, the clue
combinations are those contribute themost to the anomalous
total measure. In anomaly localization for fundamental mea-
sure, only considering the magnitude of the difference
between the forecast and actual measurement of fundamen-
tal measures is sufficient [4], [5], [6]. For example, when con-
ducting anomaly localization for the fundamental measure
SV, we only need to pay attention to its forecast and actual
measurement. However, because the fundamental measures
of a derived measure can change (increase or decrease)
simultaneously, the difference between the forecast and
actual measurement of derived measures has a far more
complex pattern than fundamental measures. To conduct
anomaly localization for a derived measure, we should con-
sider not only the direction and magnitude of the difference
between its forecast and actual measurement, but also those
of the difference between the forecast and actual measure-
ment of its fundamentalmeasures, respectively. For instance,
when localizing anomalies for the derived measure SR, we

need to pay attention to the forecast and actual measurement
of SV, OV, and SR, respectively. In addition, compared to
fundamental measures, the magnitude and variance of the
derived measures are smaller, so it is more difficult to find
significant anomalous values in the search space.

For example, as shown in Fig. 2, suppose that there are
three candidate attribute values contributing to this anom-
aly, i.e., ðB ¼ 1200Þ, ðB ¼ 500Þ, and ðB ¼ 2000Þ. The total SR
is suffering from an anomaly because its actual measure-
ment (0.165) is much larger than its forecast measurement
(0.015). If we only pay attention to the magnitude of the dif-
ference between the forecast and actual measurement of SR,
ðB ¼ 1200Þ, ðB ¼ 500Þ, and ðB ¼ 2000Þ all have a huge dif-
ference between their forecast and actual measurement of
SR, and they are all supposed to be candidate clues. How-
ever, ðB ¼ 2000Þ has a negative contribution to the increase
of the total SR, because its SR decreases from 0.6 to 0.06.
Moreover, although ðB ¼ 1200Þ contributes positively to the
increase of the total SR, neither of its fundamental measures,
i.e., SV and OV, has a large difference between the forecast
and actual measurement. That is, ðB ¼ 1200Þ contributes lit-
tle to the large difference between the forecast and actual
measurement of the total SR. Therefore, neither ðB ¼ 2000Þ
nor ðB ¼ 1200Þ is the clue. ðB ¼ 500Þ, on the other hand, not
only has a positive contribution to the increase of the total
SR, but also has large differences between its forecast and
actual measurement of fundamental measures. Conse-
quently, it is the actual clue of the anomalous total SR.

Challenge 2: The Propagation Pattern and Distribution of
Attribute Values are Complex. The propagation pattern from
the clue combination to other combinations is complex. As
shown in Table 3, when ðC ¼ CDN1; B ¼ �Þ is anomalous,
it will propagate to other related combinations (cause them
to change unexpectedly), e.g., ðC ¼ CDN1; B ¼ 1200Þ, ðC ¼
CDN1; B ¼ 500Þ, ðC ¼ �; B ¼ 1200Þ, ðC ¼ �; B ¼ 500Þ.
Because both ðC ¼ CDN1; B ¼ 1200Þ and ðC ¼ CDN1; B ¼
500Þ are the “child” combinations of ðC ¼ CDN1; B ¼ �Þ,
they change as ðC ¼ CDN1; B ¼ �Þ changes3. Additionally,
ðC ¼ �; B ¼ 1200Þ and ðC ¼ �; B ¼ 500Þ are the “parent”
combinations of ðC ¼ CDN1; B ¼ 1200Þ and ðC ¼ CDN1;
B ¼ 500Þ, respectively, and thus they change accordingly.

In order to accurately localize the anomaly clue, both
HotSpot [5] and Squeeze [4] are designed based on the
assumption that anomalies propagate observing the Ripple
Effect rule. This rule believes that the difference between

Fig. 2. An example of anomaly localization. The left is the forecast mea-
surement of SR, and the right is the actual measurement of SR. (Actual
Clue: B=500)

TABLE 3
AToy Example of Clue Localization for Anomalous

Total SR (¼ SV
OV ) (Clue: C=CDN1)

f(C,B)!m(C,B)
CDN(C)

CDN1 CDN2 CDN3 *

Bitrate (B)

1200 5
110!75

85
5
80! 7

80
3

100! 2
110

13
290! 84

275

500 3
90!12

65
1
20! 1

30
3

100! 3
110

7
210! 16

205

* 8
200! 87

150
6
100! 8

110
6

200! 5
220

20
500!100

480

2. Hereinafter, we may omit an attribute in a combination when it is
a wildcard. For example, ðC ¼ CDN1; B ¼ �Þ and ðC ¼ CDN1Þ is inter-
changeable in this paper

3. After investigating hundreds of real-world cases, we find that, for
all cases, when one of the clue combinations suffers from an unex-
pected change, all its child combinations will change accordingly.
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the forecast and actual measurement of clue combination,
i.e., ðC ¼ CDN1; B ¼ �Þ, propagate to its “child” combina-
tions, i.e., ðC ¼ CDN1; B ¼ 1200Þ and ðC ¼ CDN1; B ¼
500Þ, in proportion to the forecast measurement of each
“child” combination, i.e., 5

110 ;
3
90 , respectively. However, it

does not hold in our scenario. For example, the larger the
Bitrate is set, the better network transmission is needed.
When the network conditions remain unchanged, we can
infer that the larger the Bitrate is set, the more likely it
causes the video to stall. Therefore, the proportional rela-
tionship between the measurement of the clue combination
and its descendant combinations does not hold anymore.
For example, if ðC ¼ CDN1; B ¼ 1200Þ complies with the
Ripple Effect, the actual value of SRðC ¼ CDN1; B ¼ 1200Þ
should be 

87

150
� 8

200

!
�

5
110
8
200

þ 5

110
¼

87
150� 5

110
8

200

¼ 87

132

 
<
75

85

!

However, the actual measurement of SRðC ¼ CDN1; B ¼
1200Þ is 75

85 , rather than 87
132 , and 75

85 > 87
132 . This is mainly

because the viewers withB ¼ 1200 is more prone to stall than
those withB ¼ 500. Therefore, when ðC ¼ CDN1Þ is the clue,
viewers with ðC ¼ CDN1; B ¼ 1200Þ have a higher probabil-
ity to suffer from stalling than those with ðC ¼ CDN1;
B ¼ 500Þ.

Additionally, the distribution of different attribute values
is highly imbalanced. Usually, for an attribute, the funda-
mental measures with different attribute values are not bal-
anced. For example, over 90% of viewers watch online
videos using mobile devices including iOS devices and
Android devices, leading to that in most cases, the SV with
ðD ¼ iOSÞ or ðD ¼ AndroidÞ occupies a large portion of the
total SV. It can easily cause an anomaly localization method,
if it ignores the imbalanced distribution, to mistakenly con-
sider that ðD ¼ iOSÞ or ðD ¼ AndroidÞ is always the clue.

3 CORE IDEA AND OVERVIEW

In RobustSpot, we first propose two novel indicators,
“Anomaly Degree (AD)” (Section 4.1) and “Contribution
Ability (CA)” (Section 4.2), to comprehensively describe a
leaf combination. Specifically, AD represents whether a leaf
combination is anomalous, and if it is, how severe the
anomaly is. In addition, CA denotes the contribution of an
anomalous leaf combination to the anomaly of the total
measure. In this way, only the leaf combinations that are
significantly anomalous and contribute greatly to the anom-
alous total measures are preserved. This addresses the first
challenge (more details can be seen in Section 2.2).

Furthermore, we propose a simple yet effective method,
Weighted Association Rule Mining (WARM) (Section 4.3),
to capture the propagation pattern from clue combination
to other combinations. WARM does not assume that the
propagation pattern observes the Ripple Effect rule (see Sec-
tion 2.2 for more details). Considering that for a given attri-
bute, the distribution of different attribute values can be
very imbalanced, WARM also balances the biased distribu-
tion of each combination.

Fig. 3 shows the overview of RobustSpot. After an anom-
aly of the total measure, i.e., SR, is detected, we first collect

the measurement data of the fundamental measures, i.e., SV
and OV, at the most fine-grained level. In this way, we
obtain the measurement data of all leaf combinations. After
that, we obtain the significantly anomalous leaf combina-
tions that contribute greatly to the anomaly of the total SR
by combining the proposed AD and CA indicators. Using
the novel WARM method, we finally obtain the candidate
clue set.

4 DESIGN

In this section, we first introduce Anomaly Degree in
Section 4.1, followed by the description of Contribution
Ability in Section 4.2. The WARM method is elaborated
in Section 4.3.

4.1 Anomaly Degree

Anomaly detection for the total derived measure (e.g., SR)
has been well studied for decades [10], [11], [12], [13], [14],
[15]. In this work, we apply Bagel [13], an unsupervised
metric anomaly detection method that has been demon-
strated to be robust and efficient using real-world data, to
automatically detect anomalies in the total SR. Note that
applying Bagel for anomaly detection is not the main contri-
bution of our work. After an anomaly of the total SR is
detected, RobustSpot automatically collects the measure-
ment data of the fundamental measures of leaf combina-
tions (see Table 1 for example).

To determine whether a leaf combination is anomalous,
and if it is, how severe the anomaly is, we first calculate its
AD. Intuitively, for the derived measure of a leaf combina-
tion, we determine the anomaly severity of its measurement
at time t from two aspects: how far it deviates from its his-
torical measurement before t, and how prominent the
anomaly is compared to the measurement of other leaf com-
binations at t.

Usually, for a derived measure, we measure how far its
measurement deviates from its forecast measurement. The
anomaly detection algorithm used in our work can report
the moment t from which the anomaly starts. Therefore, the
total SR is normal before t. Using the measurement within a
period w before t to predict the normal value of t will intro-
duce little bias. Considering the complex pattern (e.g., large
fluctuation, very small magnitude) of measurement data,
and the large number of leaf combinations, we apply a robust
and efficient forecast algorithm, Moving Average (MA) [10],
to obtain the forecast measurement for each leaf combina-
tion. Specifically, for a leaf combination ", suppose that the
total SR becomes anomalous at t, we apply the average of its
collected measurement within a period w before t as its fore-
cast measurement fð"Þ. Typically, a measure’s measurement

Fig. 3. The overview of RobustSpot.
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constantly changes over time, and there are peaks and valleys
within one day, and its patterns also change in different days.
Consequently, it is very difficult to calculate fð"Þ using the
pre-fixed values computed from historicalmeasurements.

Furthermore, we determine the prominence of the anom-
aly of " compared to the measurement of other leaf combina-
tions. Specifically, given " and the set of all leaf combinations
E, we can obtain theAD of " as

ADð"Þ ¼ 1� 1
n�jmdð"Þ�fdð"Þj

j
Pn�1

i¼1 ðmdð"iÞ�fdð"iÞÞj
þ 1

(1)

where mdð�Þ and fdð�Þ are the actual and forecast measure-
ment of ð�Þ’s derived measure at t, respectively, "i 2 E and "i 6
¼ ", and n is the number of leaf combinations in E. To get
readers easily understand the concept of AD, we list several
concrete examples of " as well as their corresponding fd,
md, and AD in Table 4.

Obviously, the more prominently the actual measure-
ment of "’s derived measure deviates from its forecast mea-
surement, the larger ADð"Þ is. Let

n� jmdð"Þ � fdð"Þj
jPn

i¼1ðmdð"iÞ � fdð"iÞÞj ¼ x (2)

Fig. 4 shows how ADð"Þ changes as x increases. We can
find that ADð"Þ 2 ½0; 1Þ. Moreover, when the deviation of
the actual measurement of the derived measure, mdð"Þ,
from its forecast measurement, fdð"Þ, is not very significant,
and thus x is not very large (say smaller than 2.0), ADð"Þ
grows rapidly as the deviation becomes more significant.
Therefore, ADð"Þ makes the deviation distinguishable even
if it is not prominent. Overall, ADð"Þ is robust to determine
the anomaly severity in most cases, even when mdð"Þ
does not deviate much from fdð"Þ compared to other leaf

combinations. The above is also the reason why we have
not simply normalized AD.

Because we should only pay attention to the leaf combi-
nation that has large AD and thus suffers from a significant
anomaly, we apply the Knee-point method [4], [16] to auto-
matically determine the threshold of AD, i.e., ta. The Knee-
point method has been demonstrated to be accurate and
efficient for automatic threshold tuning in practice [4]. Note
that applying this method for threshold tuning is not the
main contribution of our work.

4.2 Contribution Ability

Now we have obtained the AD for each leaf combination to
measure its anomaly severity. However, a leaf combination
with large AD and thus having high anomaly severity does
not necessarily contribute much to the anomaly of the total
derivedmeasure. For example, as listed in Table 4, when " ¼
ðC ¼ CDN1; B ¼ 2000;D ¼ iOSÞ (the fifth row), AD ¼ 0:86,
which is very large (recall that AD 2 ½0; 1Þ), demonstrating
that this leaf combination suffers from a severe anomaly.
Nevertheless, it is obvious that the anomaly of the total
derived measure (fd ¼ 0:07! md ¼ 0:12) is mainly caused
by the large fluctuation of the total SV (fs ¼ 35! ms ¼ 60),
and the change of SV in " (fs ¼ 0! ms ¼ 1) contributes little
to this fluctuation.

Intuitively, to measure how the fluctuation of a leaf com-
bination " contribute to that of the total derived measure,
we assume that only " suffers from an anomaly (i.e., using
its actual measurement) and other leaf combinations are
normal (i.e., using their forecast measurement), and deter-
mine how the measurement of the total derived measure in
this case deviate from its forecast measurement. Specifically,
we calculate CAð"Þ as

CAð"Þ ¼ uð"Þ�fdðT Þ
fdðT Þ (3)

where fdðT Þ ð¼ fsðT Þ=foðT ÞÞ is the forecast measurement of
the total derived measure, i.e., SR. fsðT Þ and foðT Þ are the
forecast measurement of the total fundamental measure,
i.e., SV and OV, respectively. And uð"Þ is

uð"Þ ¼ fsðT Þ þ ðmsð"Þ � fsð"ÞÞ
foðT Þ þ ðmoð"Þ � foð"ÞÞ (4)

where msð"Þ and moð"Þ are the actual measurements of
"’s SV and OV, respectively, fsð"Þ and foð"Þ are the forecast
measurement of "’s SV and OV, respectively. The maximum
and minimum values of CA are different in different cases.
Theoretically, the possible maximum and minimum of CA
are positive infinity and -1.0, respectively. When fdðT ! 0Þ

TABLE 4
Examples of Leaf Combinations and Their CA and AD

Fig. 4. How ADð"Þ changes as x increases.
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and u > 0, CAð"Þ ! 1. Additionally, when u! 0,
CAð"Þ ! �1. Moreover, the larger the actual measurement
of "’s SV compared to its forecast measurement (i.e.,
msð"Þ � fsð"Þ), and the smaller the actual measurement
of "’s OV compared to its forecast measurement (i.e.,
moð"Þ � foð"Þ), the more " contributes to the anomaly of the
total SR, and the larger CAð"Þ becomes At this time, from
Eq. (3) and Therefore, we can infer that the maximum
CAð"Þ indeed denotes the maximum contribution.

In this way, as listed in Table 4, when " ¼ ðC ¼
CDN1; B ¼ 2000;D ¼ iOSÞ (the fifth row), CAð"Þ � 0, dem-
onstrating that " has a small contribution to the anomaly of
the total SR. On the contrary, when " ¼ ðC ¼ CDN3; B ¼
500;D ¼ iOSÞ (the seventh row), CAð"Þ ¼ 0:86, ADð"Þ ¼
0:95, showing that " suffers from a significant anomaly and it
makes a great contribution to the anomalous total SR. This is
mainly because its change of SV (fs ¼ 0! ms ¼ 30) has a
large contribution to the change of the total SV (fs ¼ 35!
ms ¼ 60). From Table 4, we can also see that some fluctuation
in the leaf combination may have a negative contribution to
the anomaly of the total SR. For instance, when " ¼ ðC ¼
CDN2; B ¼ 1200;D ¼ PCÞ (the eighth row), CAð"Þ ¼ �0:31,
demonstrating that " contributes negatively to the anomaly of
the total SR. It is because its SV decreases (fs ¼ 15! ms ¼ 4)
while the total SV increases (fs ¼ 35! ms ¼ 60).

It can be easily obtained from Eq. (3) that, when CAð"Þ
approximates to 0, or is negative, " has a little or negative con-
tribution to the anomaly of the total SR. Only when CAð"Þ >
0, " has a positive contribution to the anomaly of the total SR.
Therefore, we set the threshold of CA, i.e., tc ¼ 0, and auto-
matically prune the leaf combinationswhoseCA � tc. A posi-
tive or negative CA has a different physical meaning. When
CAð"Þ is positive (negative), " has a positive (negative) contri-
bution to the anomalous total SR. Therefore, we do not nor-
malize CA. In this way, only " ¼ ðC ¼ CDN3; B ¼ 500;
D ¼ PCÞ (the fourth row) and " ¼ ðC ¼ CDN3; B ¼ 500;D ¼
iOSÞ (the seventh row) in Table 4 are preserved.

Although CA can measure the contribution of a leaf com-
bination to the anomalous total SR, usingCA alone is not suf-
ficient in the anomaly localization process. For instance, as
listed in Table 5, when " ¼ ðC ¼ CDN5; B ¼ 1200; D ¼ iOSÞ
(the second row), CA ¼ 0:39 > 0, demonstrating that " has a
positive contribution to the anomaly of the total SR. Never-
theless, "’s actual SR is as expected (fd ¼ 0:01! md ¼ 0:01),
and thus it is not anomalous (AD ¼ 0). Therefore, " should
not be preserved for further anomaly localization process.
Similarly, we do not retain " ¼ ðC ¼ CDN5; B ¼ 500;D ¼
PCÞ (the third row) because itsAD is very small.

4.3 Weighted Association Rule Mining

Now we have obtained the leaf combinations that suffer
from prominent anomalies and contribute significantly to

the anomalous total derived measure, and they constitute
the set of preserved leaf combinations, i.e., P. However, we
cannot directly use these leaf combinations as clues because:
(1) Usually there are a large number of leaf combinations
satisfying the above two conditions when the total derived
measure is anomalous. Operators have to spend a lot of
time checking every combination if using them as clues. (2)
These leaf combinations are too fine-grained to capture the
pattern of the clue, and operators need those more coarse-
grained combinations that better represent the pattern of
clue. Consequently, we propose a simple yet effective
method, WARM, to narrow down the anomaly localization
results to a small number of combinations capturing the pat-
tern of the clue.

After investigating extensive real-world anomalous SR
cases, we have the following two observations:

1) The combinations in the clue set are significantly
anomalous (with a high AD) and contribute the most
to the anomaly of the total SR (with a high CA),
and thus cover most of the above preserved leaf
combinations.

2) The measurement of OV (i.e.,mo) with different attri-
bute values can be highly imbalanced. For example,
as shown in Table 4, we have

moðC ¼ �; B ¼ 500; D ¼ �Þ
moðTotalÞ ¼ 450

510
¼ 88% (5)

It denotes that 88% online viewers set video Bitrate
to 500, and only 12% online viewers use other types
of Bitrate. It can easily cause an anomaly localization
method ignoring the imbalanced distribution to mis-
takenly consider that ðB ¼ 500Þ is always the clue.

We thus design WARM motivated by association rule
mining [17], which is a rule-based machine learning
method for discovering interesting relations between varia-
bles. In our scenario, the scale of the data is significant,
and thus the designed rule mining algorithm should be
computationally efficient. Additionally, operators want to
implement a simple rule mining algorithm that is easy to
understand. WARM is efficient and straightforward. There-
fore it is suitable in our scenario. It consists of two core
ideas: (1) creating a weighted database according to AD
and CA to capture the hidden relationship across different
attributes, and (2) balancing each combination’s proportion
(i.e., contribution) in the weighted database based on its
fundamental measure. Specifically, to apply the rule-based
machine learning method for efficiently capturing the pat-
tern of clue combinations, we first create two databases, i.e.,
Dp and Do, respectively.

TABLE 5
Examples of AD and CA to Show That CA Alone is Not Sufficient to Determine the Prominently Anomalous Leaf Attributions
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� Dp. We create Dp by weighting every preserved leaf
combinations based on their AD and CA. In this
database, "’s number of transactions, Npð"Þ, is

Npð"Þ ¼ bADð"Þ � CAð"Þ � �c (6)

where � is an amplification factor. The objective of
applying � is to construct a large database to facili-
tate the application of data mining algorithms. In the
same scenario, we set the same value for all pre-
served leaf combinations. In different scenarios, if
the value of ADð"Þ � CAð"Þ is small, a large �, say
1000, is preferred. Otherwise, we can set � to a small
value, e.g., 100 in our scenarios (see Section 5.1.5 for
more details). In this way, we incorporate every pre-
served leaf combination as well as their AD and CA
in Dp. To get readers better understand the database,
in Table 6 we list the Dp generated from the pre-
served leaf combinations of Table 4.

� Do. We create Do by weighting all the leaf combina-
tions based on their actual measurement of OV ( i.e.,
mo). More specifically, "’s number of transactions in
Do is: Noð"Þ ¼ mo. For example, in Table 7 we list Do

generated from the raw dataset listed in Table 4.
Now we define Supportp, Supporto and Supportb in our

scenario to mine the pattern of clue combinations and solve
the challenge induced by the imbalanced distribution of OV.

� Supportp and Supporto. Based on Eq. 6, we can con-
clude that for a leaf combination ", the larger ADð"Þ
andCAð"Þ are, the more transactions " occupies inDp.
Based on Observation 1, we can conclude that the
combinations of attribute values in the clue set fre-
quently occur inDp. Therefore, we calculate the occur-
rence frequency of every combination using Support.
The Support of a combination is the proportion of
transactions in which it appears. More specifically

Supportðh1; . . . ; hmÞ ¼ P ðh1 [ ::: [ hmÞ (7)

where hi is a combination, and h1; . . . ; hm is a set con-
taining m combinations. For a combination, its
Supportp and Supporto are its Support in Dp and Do,
respectively. For example, as listed in Tables 6 and 7,
SupportpðC ¼CDN3; B¼500;D ¼ �Þ ¼ P ðC ¼ CDN3;
B ¼ 500;D ¼ �Þ ¼ 1:0 and SupportoðC ¼ �; B ¼ 500;
D ¼ �Þ ¼ P ðC ¼ �; B ¼ 500;D ¼ �Þ ¼ 0:88, respectively.
We can find that Supporto represents the distribution
of OV fromwith respect to attribute values.

� Supportb. As discussed in Observation 2, for an attri-
bute, the mo (i.e., actual measurement of OV) of its

different attribute values can be highly imbalanced.
To address this challenge, we should consider
OV’s distribution of different attribute values. Since
combinations’ Supporto reveals OV’s distribution con-
cerning different attribute values, we propose a simple
yet effective indicator, support balancer (Supportb),
integrating their Support in bothDp andDo as follows:

Supportbðh1; . . . ; hmÞ ¼ Supportpðh1; . . . ; hmÞ
� Supportoðh1; . . . ; hmÞ (8Þ

Specifically, to alleviate the impact of the imbalanced
data distribution of OV, Supportb applies the differ-
ence between combinations’ Supportp and Supportb
to measure how much these combinations contribute
to the anomalous total derived measure.

Assuming that all h that appears in Dp form a set C, the
anomalous total derived measure can be caused by a single
combination hi 2 C (single-clue), or a subset of two or more
combinations fhi; . . . ; hjg 	 C (multi-clue), where hi; . . . ; hj
become prominently anomalous simultaneously and together
contribute significantly to the anomaly of the total derived
measure. Usually, hi; . . . ; hj do not share any non-wildcard
common attribute value [4], [5], [6]. For example, fðB ¼
500;D ¼ PCÞ; ðD ¼ PCÞg cannot be amulti-clue.

As aforementioned, Supportb integrates Supportp which
measures how prominently a set of combinations become
anomalous and how significantly they contribute to the total
anomalous derived measure, with Supporto describing OV’s
distribution concerning different attribute values. Therefore,
we first select the subsets of Cwhere there are no two combi-
nations that share common non-wildcard attribute values,
and these subsets constitute S. Usually, the number of sub-
sets in S is not very large, e.g., < 1000 in our scenario. Then
we sort the subsets in S based on their Supportb and choose
the Top k subsets to constitute the candidate clue setR.

To get readers better understand the design of Robust-
Spot, we illustrate its procedure from input to result in
Algorithm 1.

5 EVALUATION

To evaluate the effectiveness and efficiency of RobustSpot,
we perform extensive experiments to answer the following
research questions.

� RQ1 (Localization accuracy): How accurate is Robust-
Spot in localizing the anomaly of multi-dimen-
sional derived measure for real-world online video
services?

TABLE 6
Dp, the Weighted Database Generated by the Preserved

Leaf Combinations in Table 4

TABLE 7
Do, the Weighted Database Generated by

All Leaf Combinations in Table 4
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� RQ2 (Main components): In this work, we propose
two simple yet effective indicators, i.e., AD and CA,
and a new WARM method. They serve as the main
technical contributions of our work. How promi-
nently do they impact the accuracy of RobustSpot?

� RQ3 (Computational efficiency): Is the computational
efficiency of RobustSpot sufficient for anomaly local-
ization of multi-dimensional derived measure in
real-world?

The rest of this section is organized as follows. We first
depict the details of the experimental setup, including data-
sets, compared methods, metrics, and implementation in
Section 5.1, and evaluate the accuracy of RobustSpot in Sec-
tion 5.2. After that, we study how significantly AD, CA, and
WARM contribute to the accuracy of RobustSpot in Sec-
tion 5.3, followed by the introduction of RobustSpot’s
computational efficiency in 5.4.

Algorithm 1. The Design of RobustSpot

Input:msð"Þ,moð"Þ,mdð"Þ, where " 2 E

Result: Candidate clue set R (Top k)
1 P ¼ ? , C ¼ ? , S ¼ ? ;
2 for " 2 E do
3 fsð"Þ, foð"Þ, fdð"Þ  MA;
4 Calculate ADð"Þ usingmdð"Þ; fdð"Þ (Eq. 1);
5 Calculate CAð"Þ usingmsð"Þ;moð"Þ; fsð"Þ; foð"Þ (Eq. 3);
6 ta Knee-point(ADð")), tc ¼ 0:0;
7 if ADð"Þ > taandCAð"Þ > tc then
8 P ";
9 end
10 end
11 Dp  weight P based on AD and CA (Eq. 6);
12 Do  weight E based onmo;
13 Calculate Supportp using Dp (Eq. 7);
14 Calculate Supporto using Do (Eq. 7);
15 Supportb ¼ Supportp � Supporto (Eq. 8);
16 for h appears in Dp do
17 C h;
18 end
19 for fhi; . . . ; hjg 	 C do
20 if 8hx; hy 2 fhi; . . . ; hjg, hx and hy do not share any common

attribute value then
21 S fhi; . . . ; hjg;
22 end
23 end
24 R sort S by Supportb and select Top k elements;
25 return R;

5.1 Experimental Setup

5.1.1 Datasets

The real-world dataset used in our experiments is collected
from a top-tier global online video service providerH, which
provides services for 170+ million monthly active viewers. It
consists of 135 anomalous SR cases that have been manually
investigated by experienced operators. These cases are ran-
domly selected within 10 months period. For each anomalous
case, we collect its records of fundamental measures includ-
ing SV and OV, and calculate their derived measure, i.e., SR,
within the range between 25 minutes before and after the
anomaly. Both of the two fundamental measures have five

attributes (dimensions), i.e., CDN (C), Bitrate (B), Device
Type (D), P2P (P), ISP (I), and the number of their different
attribute values are 13, 24, 9, 3, 94, respectively.

As aforementioned, the anomalous derived measures,
according to their clues, can be classified into two categories:
single-clue and multi-clue. The distribution of the above 135
cases is listed in Table 8. Single-1/2/3 denotes that the clue is
one single combination, and the numbers of non-wildcard
attributes (dimensions) in the combination are 1, 2, 3, respec-
tively. As for “Multi”, two or more combinations simulta-
neously contribute to the total anomalous SR and together
serve as the clue. Note that this distribution is consistent
with that of all anomalies in the studied company.

5.1.2 Compared Methods

We compare RobustSpot with the state-of-the-art anomaly
localizationmethods formulti-dimensionalmeasures, includ-
ingHotSpot [5], Squeeze [4], ImpAPTr [7] and iDice [6]. Addi-
tionally, Adtributor [3] can address the anomaly localization
problem for single-dimensional scenarios, and we thus also
compare RobustSpotwith it. Note that the parameters of these
baselinemethods are set best for accuracy.

5.1.3 Evaluation Metrics

To evaluate the accuracy of RobustSpot and baseline meth-
ods, we need an appropriate evaluation metric. Because the
anomaly localization methods usually generate a rank of
potential clues for each case, we can evaluate the perfor-
mance of each method based on the position of the actual
clue in the rank [18]. Specifically, suppose g is the actual
clue of an anomaly case, < is the set of the clues of the 135
cases, and thus we have g 2 <. Let rg represent the position
of g output by an anomaly localization method. Given k, gk
denotes that whether the first k entries output by a method
include g

gk ¼
1; rg � k
0; rg > k

�
(9)

The accuracy at top k, i.e., ACC@Top k, is the probability
that the top k entries output by a method contain the actual
clue

ACC@Top k ¼
P

g2< gk
<k k (10)

Obviously, the objective of an anomaly localization method
is to obtain a high accuracy when k is relatively small. We
set k from 1 to 5 in our evaluation.

TABLE 8
The Distribution of the Studied 135 Cases

Notation #Combination #Attribute #Case #Candidate
clues

Single-1 1 1 71 About 6:05� 109

per caseSingle-2 1 2 45
Single-3 1 3 11
Multi 2 – 8
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In addition, we also use F-score to evaluate the accuracy
of RobustSpot, i.e., F � score ¼ ð2� Precision�RecallÞ=
ðPrecisionþRecallÞ, where Precision ¼ TP=ðTP þ FP Þ and
Recall ¼ TP=ðTP þ FNÞ. TP (true positive) is the number of
cases where the clue is correctly reported, and FP (false pos-
itive) is the number of cases where the clue is wrongly
reported. FN (false negative) is the number of cases where
the clue is not reported. Here we only calculate the F-score
of the best clue (Top 1). At the same time, we also use F-
score to express the performance of Bagel, the anomaly
detection algorithm used in this paper.

5.1.4 Implementation

We implement RobustSpot and baseline methods with
Python, and run them on a server with 12 � Intel(R) Xeon
(R) CPU E5-2650 v4 @ 2.20GHz and 128G RAM. To get read-
ers more easily understand our work, we have made the
data and code publicly available [8].

5.1.5 Parameter Tuning

As aforementioned, we tune ta automatically using the
Knee-point method, and set tc ¼ 0 empirically. Addition-
ally, we tune w and � (see Section 4.1 and Section 4.3 for
more details, respectively) as follows. As shown in Fig. 5,
we calculate the accuracy (in terms of ACC@Top 5) and
computational complexity (in terms of the average running
time per case) of RobustSpot. As shown in Fig. 5a, we can
see that the computational complexity is insensitive to the
value of w. Moreover, RobustSpot’s accuracy is also not
very sensitive to w, and becomes stable when w 
 4. There-
fore, we set w ¼ 4. Additionally, from Fig. 5b) we can find
that when � ¼ 100, RobustSpot achieves the best accuracy,
and becomes stable when � 
 100. In addition, the compu-
tational complexity increases as � increases. Therefore, we
set � ¼ 100.

5.2 Overall Accuracy (RQ1)

Due to the application of Bagel [13] for anomaly detection is
not our main contribution, here we just present its perfor-
mance simply. The precision and recall of Bagel are 0.97
and 0.95, respectively, with an F-score of 0.96, proving its
superior effectiveness.

Table 9 lists the accuracy (in terms of ACC@ k) of
RobustSpot and five baseline methods on the 135 real-world
cases. We can see that RobustSpot outperforms the five
baseline methods in terms of ACC@Top1, ACC@Top2,
ACC@Top3, ACC@Top4, and ACC@Top5. More specifically,
its ACC@Top5 is 98%, which is 26% higher than the best

baseline method. Similarly, its F-score is 0.8, which is 0.25
higher than the best baseline method.

To better understand the results, we show the accuracy of
different methods on different types of datasets in Fig. 6. We
can see that RobustSpot achieves close-to-one ACC@Top5
when the clue contains only one combination. When there
are two combinations in the actual clue, the ACC@Top5 is
88%, which is much higher than the best performed method,
i.e., Adtributor, by 75%. Moreover, the scenario where there
are two or more combinations in the clue does not occur
often (5.93% in our scenario). Therefore, operators are satis-
fied with the accuracy of RobustSpot for the multi-clue
scenario.

Both Adtributor and iDice achieve good performance
when the clue has only one non-wildcard attribute value.
However, Adtributor can only be applied for the scenario
where the clue has a single non-wildcard attribute value
(dimension), and cannot be used for multi-dimensional
anomaly localization (Single-2/3). Moreover, neither iDice
nor ImpAPTr can be applied to the scenario where there are
two or more combinations serving as the clue (multi-clue),
and neither of them performs as well as RobustSpot when
there is only one combination in the clue. This is because to
improve localization efficiency, iDice heavily relied on
pruning strategies, which caused iDice to mistakenly con-
sider too coarse-grained combinations as the clues. Simi-
larly, ImpAPTr also depended on pruning strategies, which
only considered how large the measurement value of a com-
bination was, rather than how significantly it became anom-
alous. This causes ImpAPTr to generate much more false
alarms than RobustSpot. Therefore, none of Adtributor,
iDice, or ImpAPTr is applicable in our scenario. In addition,
as aforementioned, both HotSpot and Squeeze work only
when the data complies with the Ripple Effect rule, but the
real-world data in our scenario does not comply with this
rule. Consequently, neither HotSpot nor Squeeze performs
well in our scenario, no matter how many non-wildcard
attribute values in the single-clue, or how many combina-
tions in the multi-clue.

5.3 Effect of AD, CA, and WARM (RQ2)

As aforementioned, we propose AD and CA to capture the
complex pattern of derived measures. Moreover, we present
a new method, WARM, to capture the hidden relationship
across different attribute values and thus learn the propaga-
tion pattern from clue attribute values to other attribute val-
ues. AD, CA and WARM serve as the main technical
contributions of our work. To evaluate the effect of the three
main components, we evaluate the accuracy of RobustSpot

Fig. 5. ACC@Top 5 and average running time under different w and �.

TABLE 9
The ACC@Top k of RobustSpot and Baseline Methods

Method Top 1 Top 2 Top 3 Top 4 Top 5 F-score

RobustSpot 0.67 0.84 0.87 0.95 0.98 0.8
Adtributor 0.38 0.41 0.45 0.45 0.45 0.55
iDice 0.44 0.59 0.61 0.63 0.63 0.62
HotSpot 0.07 0.1 0.12 0.13 0.14 0.13
Squeeze 0.04 0.05 0.05 0.05 0.05 0.09
ImpAPTr 0.1 0.21 0.31 0.43 0.5 0.19
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when each of them is removed from it. Specifically, we have
three different versions of RobustSpot as follows.

� “RobustSpot without AD”: We remove AD from
RobustSpot, and only apply CA instead of the combi-
nation of AD and CA to obtain the preserved ".

� “ RobustSpot without CA”: Similarly, we remove CA
from RobustSpot, and only apply AD instead of the
combination ofAD andCA to obtain the preserved ".

� “RobustSpot without WARM”: As aforementioned,
creating the weighted database Dp according to AD
and CA as well as calculating the balanced support
Supportb are the two core ideas of WARM. Therefore,
we evaluate RobustSpot’s accuracy when the above
two ideas are removed from it.More specifically, after
calculating AD and CA, we can obtain the set of pre-
served leaf combinations (i.e., P). Then we create a
database constituted by these combinations, instead
of weighting " 2 P based on their AD and CA. After
that, we calculate the Supportp of every combination
in the database, and deduce the clue combinations
based on their Supportp instead of Supportb.

Fig. 7 shows the accuracy of the above three versions of
RobustSpot as well as that of the whole RobustSpot. As
aforementioned, if we ignore how prominently " becomes
anomalous, we maymistakenly retain normal "s (see Table 5
for more details). Therefore, RobustSpot without AD suffers
from low accuracy. Similarly, the "s contributing little to the
anomalous total SR may be preserved when we ignore CA
(see Table 4 for more details), and thus RobustSpot without
CA performs not well compared to the whole RobustSpot.
In our scenario, for most cases, many leaf combinations suf-
fer from anomalies when the total SR becomes anomalous.
However, only a small number of these anomalous leaf
combinations significantly contribute to the total anomalous
SR (more details can be seen in Challenge 1 of Section 2.2).
Therefore, when we remove CA from RobustSpot, a large

number of false alarms will be generated, and thus the accu-
racy is prominently degraded.

Additionally, when we remove WARM from Robust-
Spot, its accuracy degrades dramatically. That is because
WARM can not only capture the hidden relationship across
different attributes (dimensions), but also take the distribu-
tion of different attribute values of each attribute into
account. Without WARM, RobustSpot can mistakenly con-
sider too fine-grained combinations as clues.

5.4 Computational Efficiency (RQ3)

Fig. 8 shows the CDF of RobustSpot’s running time on the
135 anomalous total SR cases.We can see that more than 75%
of these cases are localized within 2s. The maximum anom-
aly localization time is less than 12s. Specifically, the average
anomaly localization time of RobustSpot is 1.83s. It is much
faster than the manual way, which usually costs operators
1hþ to localize the clue of an anomalous total SR case. More-
over, since these measurement records are collected every
minute (i.e., the shortest time interval between two anoma-
lies is one minute), the average localization time of 1.83s is
quite satisfying in our scenario. Additionally, clue localiza-
tion is triggered only when the total SR becomes anomalous,
which occurs not often (less than ten times per day). There-
fore, a server is enough, with RobustSpot, to localize the
clues of anomalous total SR. Additionally, as listed in
Table 10, the average anomaly localization time of Hot-
Spot [5] and Squeeze [4] is slightly higher than that of
RobustSpot. Although ImpAPTr [7], iDice [6], and Adtribu-
tor [3] achieve higher efficiency, they are not effective in our
scenario as shown in Fig. 6.

6 CASE SUTDY

RobustSpot has been implemented and deployed in a top-
tier global online video service provider H, which provides
services for 170+ million monthly active viewers, for more

Fig. 6. The accuracy of RobustSpot and baseline methods on different types of datasets.

Fig. 7. The accuracy (measured by ACC@K of different versions of
RobustSpot). Fig. 8. The CDF of the running time of all 135 cases.
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than ten months. When the anomaly detection system
reports an anomaly, RobustSpot will be triggered. The time-
stamp of the anomaly and the monitoring data near before
the anomaly will be input into RobustSpot. The data has five
dimensions: CDN(C), Bitrate (B), Device Type (D), P2P (P),
ISP (I). For each anomaly case, RobustSpot reports the Top 5
candidate clues to operators. For the present, it has been
used to handle more than 2700 anomalous total SR cases.
Before the application of RobustSpot, operators have to use
the graph visualization tools to manually identify possible
clues. For each case, the typical time used for manual clue
localization and confirmation is over 1 hour. RobustSpot, on
average, generates clue recommendations in 1.83 seconds.
According to the randomly selected 135 of the above 2700+
cases, we demonstrate that RobustSpot achieves 65%þ
ACC@Top 1 and 90%þ ACC@Top 5 (see Section 5 for more
details). Specifically, we present two successful and repre-
sentative stories as follows.

One Combination of Two Non-Wildcard Attribute Values is
the Clue. As shown in Fig. 9a, the total SR suffered from a
level shift (i.e., a sudden change in the monitored time series
data) and the anomaly detection system reported an alarm
at 16:52, 21 January, 2021, and this anomaly lasted 30+
minutes. This anomaly was then input into RobustSpot,
which reported that the combination of ðC ¼ 5; P ¼ 0Þ was
the clue in less than 1 s, i.e., the service quality of viewers
with CDN=5 and P2P=0 was severely degraded, which led
to the anomalous total SR. The result was confirmed by
operators. This incident was induced by a misconfiguration
of the P2P traffic, which was triggered by the service pro-
vider of CDN5. The service provider mitigated these mis-
configurations half an hour later. Fig. 9b shows the total SR,
the SR with (C ¼ 5; P ¼ 0), and the SR with (C 6¼ 5; P 6¼ 0),
respectively. We can see that the fluctuation of the total SR
is highly consistent with that of the SR with (C ¼ 5; P ¼ 0),
and the latter one is much more significant than the former
one. In addition, in order to verify the effectiveness of CA
and AD, we analyzed their values during the localization
process of this case. Since it is impossible to display the
intermediate experimental results of all "s, we calculated

and displayed the average AD and CA values of the clue "s
and the non-clue "s. The result shows that the average AD
and CA of "s with (C ¼ 5; P ¼ 0) are 0.86, 0.33, respectively.
However, the average AD and CA of "s without
(C ¼ 5; P ¼ 0) are 0.13 and -0.005, significantly smaller than
those of "s containing (C ¼ 5; P ¼ 0), respectively. It can be
seen that AD and CA well capture the anomalous "s and "s
that contribute the most to the total anomaly.

Two Attribute Combinations are the Clue. Fig. 10a shows the
second case. The total SR suffered from an abnormal spike at
3:34, 5 February, 2021, and returned to normal status 1 min
later. Immediately after this anomaly was detected, Robust-
Spot reported that the clue was two combinations, i.e., ðB ¼
500Þ and ðB ¼ 2000Þ, respectively. This means the service
quality of viewers with Bitrate=500 and those with
Bitrate=2000 was severely degraded, which leads to the
anomalous total SR. That is, as shown in Figs. 10c and 10d,
both of the two combinations became prominently anoma-
lous and contributed significantly to the anomaly of the total
SR. The anomaly localization result was validated by opera-
tors, because the SRwithB 6¼ 500 andB 6¼ 2000 did not expe-
rience any anomaly as shown in Fig. 10b. More specifically, a
software update was deployed at 3:33, which triggered the
reboot of a collection of servers providing services for the
online videos with Bitrate=500 and those with Bitrate=2000.
After these servers were rebooted and the software update
was successfully deployed, the above online video services
returned to normal. Because this software update was rolled

TABLE 10
The Average Anomaly Clue Localization Time Per Case for RobustSpot and Baseline Methods

Method RobustSpot Adtributor iDice HotSpot Squeeze ImpAPTr

Time (s) 1.83 0.09 0.08 2.30 2.11 0.07

Fig. 9. An anomalous total SR case where a combination of two non-
wildcard attribute values was the clue.

Fig. 10. An anomalous total SR case where two attribute combinations
were the clue.
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out at midnight, the experience of only a small number of
viewers was affected. The average AD and CA of "s with
(B ¼ 500) or (B ¼ 2000) were 0.61, 1.75, respectively. More-
over, the average AD and CA of "s with (B 6¼ 500&B 6¼ 2000)
were 0.14 and -0.003, respectively, significantly smaller than
those of "s with (B ¼ 500) or (B ¼ 2000).

7 RELATED WORK

Recently, a large number of failure diagnosis works have
been conducted by studying how anomalies propagate
among different metrics, traces, or logs [18], [19], [20], [21],
[22], [23], [24], [25], [26], [27]. In this work, however, we
study how anomalies propagate among different attributes
(dimensions) of the same multi-dimensional derived metric.
Several similar works have been proposed in recent years,
including Adtributor [3], iDice [6], HotSpot [5], Squeeze [4]
and ImpAPTr [7]. Table 11 summarizes the characteristics
of these works, including whether they can be applied for
multi-dimensional measures, fundamental measures, and
derived measures, and their requirement of data distribu-
tion. We then describe these works as follows.

Adtributor [3] assumed that all clues were one-dimen-
sional, and used “Surprise” and “Explanatory power” to
identify clues. However, the clues of many anomalous
derived or fundamental measures were multi-dimensional,
and thus Adtributor could not be applied in these scenarios.
iDice [6] proposed “Isolation Power” to capture the pattern of
clues based on information entropy. It applied a variety of
pruning strategies to reduce complexity, which caused it to
mistakenly consider too coarse-grained combinations as
clues.

HotSpot [5] applied a reinforcement leaning method to
infer the clues of anomalous additive fundamental measures.
After that, Squeeze [4] was proposed to improve HotSpot to
be fit for derived measures. Both HotSpot and Squeeze
believed that all the combinations complied with the Ripple
Effect. However, as aforementioned, some scenarios, includ-
ing ours, do not satisfy the Ripple Effect. Therefore, they
could not be applied to address the anomaly localization
problem for online video services.

ImpAPTr [7] was another anomaly localization method
for multi-dimensional derived measures. It was designed
for the cases where there was only one combination in the
clue, and could not be applied for those cases where two or
more combinations simultaneously contribute to the anom-
alous total derived measures. Additionally, the pruning
strategies used in ImpAPTr made it likely to generate too
coarse-grained combinations as clues.

8 CONCLUSION

Anomaly localization of multi-dimensional derived mea-
sure is of vital importance for online video services. In this
work, we propose RobustSpot, a robust anomaly localiza-
tion framework for multi-dimensional derived measure. It
integrates two new indicators, AD and CA, to accurately
capture the complex patterns of derived measures, with a
simple yet effective method, WARM, which robustly cap-
tures the hidden relationship and learns the propagation
patterns across different dimensions, and balances the
biased distribution of fundamental measures. Extensive
experiments using 135 real-world cases demonstrate that
RobustSpot achieves 98% accuracy (in terms of ACC@Top5),
significantly outperforming baseline methods. RobustSpot
has deployed in a top-tier global online video service pro-
vider, which provides services for 170+ million monthly
active users.

Theoretically, RobustSpot can be applied to any derived
measure with multi-dimensional attributes. Therefore, as
long as a Web service pays attention to derived measures
with multi-dimensional attributes, RobustSpot can be
applied for its anomaly clue localization. Additionally, the
baseline methods, e.g., iDice, HotSpot, Squeeze, ImpAPTr,
and Adtributor, have demonstrated the importance and fea-
sibility of robust anomaly clue localization for other Web
services, including online office, advertising, search engine,
online shopping, online banking, etc. We believe that Robust-
Spot can also be applied to theseWeb services.
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