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Abstract— Timely anomaly detection of key performance indi-
cators (KPIs), e.g., service response time, error rate, is of utmost
importance to Web services. Over the years, many unsupervised
deep learning-based anomaly detection approaches have been
proposed. To achieve good performance, they require a long
period of KPI data for model training, which is not easy
to guarantee with frequent service changes. Additionally, the
training overhead is too significant for the vast number of
KPIs in large-scale Web services. To address the problems,
we propose an unsupervised KPI anomaly detection approach,
named AnoTransfer, by combining a novel Variational Auto-
Encoder (VAE)-based KPI clustering algorithm with an adaptive
transfer learning strategy. Extensive evaluation experiments using
real-world data collected from several large-scale Web service
providers demonstrate that AnoTransfer reduces the average
initialization time by 65.71% and improves the training efficiency
by 50.62 times, without significantly degrading anomaly detection
accuracy.
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I. INTRODUCTION

WEB services such as social networking, search engine,
and online shopping have witnessed great success in

recent years. These services produce a massive number of
monitored key performance indicators (KPIs) in the form
of time series, including system metrics (e.g., CPU utiliza-
tion, memory utilization, network throughput), user-perceived
metrics (e.g., service response time, error rate), and service
performance (e.g., page view counts). To timely catch the
latent bugs or performance issues of Web services, anomaly
detection on these KPIs is of great importance [1]–[13].

The monitoring data of KPI generally form two types of
time series: the univariate time series (UTS) of a specific KPI
and the multivariate time series (MTS) of an entity (e.g., a
physical machine, microservice, switch, router, docker, disk).
Although MTS can give a more comprehensive picture of the
monitored entity and MTS anomaly detection has gained much
attention recently [9], [10], [14]–[18], detecting anomalies in
UTS is still essential in modern operation tasks. Typically,
operators are especially interested in the UTS of core KPIs,
and conducting MTS anomaly detection cannot fully capture
the anomalous behavior of these core KPIs. For example,
operators usually focus on three core KPIs of a microservice,
i.e., average response time, error rate, and page view count.
The MTS anomaly detection covering dozens of KPIs tends to
miss the three core KPIs’ anomalous behaviors or report many
alarms that operators do not care about. Therefore, in this
paper, we mainly focus on detecting anomalies for the UTS
of KPIs (from now on, we use “KPI” to denote the UTS of a
KPI), as shown in Figure 1.

However, since current KPI anomaly detection algorithms
are mostly based on deep neural networks, it takes a long
initialization time1 (up to weeks) to achieve the desired per-
formance. Another drawback of current algorithms is that the
overhead of training a specific model for each monitored KPI
is usually too high because there can be hundreds of thousands
of KPIs in large-scale Web services. Intuitively, we can train a
few deep learning-based KPI anomaly detection models based
on a small number of KPIs and “transfer” the learned models
to all other KPIs. In this way, we can shorten the model
initialization time for a newly updated entity’s KPI and reduce

1The initialization time of an anomaly detection method is the time lag
between when it is deployed and when it becomes effective, mainly influenced
by the length of historical data they need to digest.
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Fig. 1. A toy example of KPI. The red vertical span (the left one) denotes
anomaly points, and the gray vertical span (the right one) denotes missing
points.

Fig. 2. The core idea of transfer learning for KPI anomaly detection.

the training overhead for large-scale Web services. Therefore,
transfer learning, which applies the knowledge gained while
training a model for one long-period KPI to another KPI
(maybe with a short period) with similar patterns (as shown
in Figure 2) is promising to solve our problem. We denote
KPIs in the source domain of transfer learning as base KPIs
and those in the target domain as target KPIs. Nevertheless,
applying transfer learning to solve the above problem faces
the following three challenges:

1) High diversity of KPIs.. Heterogeneous entities can
produce KPIs with different patterns. Typically, the model
trained through a base KPI does not apply to a target
KPI with very different patterns. Accordingly, match-
ing a target KPI to a randomly selected base KPI is
likely to suffer from a low anomaly detection accuracy
(see § IV-D). Moreover, there are many situations where
two KPIs are similar in shape but have a phase shift,
as shown in Figure 3. Phase shifts further increase the
diversity of KPI patterns.

2) Short-period data for matching a target KPI to a base
KPI. It is vital to match a target KPI to a base KPI with
a similar pattern. However, a target KPI may only have a
short period of data because of software/hardware change
or service instance creation. It brings a significant chal-
lenge to KPI matching because previous methods such
as [19] require a long period of target KPI data (1 month),
which is the same as base KPI, to find matched base
KPIs. Moreover, long-period KPIs are likely to contain
anomalies or pattern changes, making it even harder to
determine which base KPI suits the target KPI best.

Fig. 3. An example of KPI phase shifts: two KPIs are similar in shape but
have a time lag.

3) The selection of transfer strategy and anomaly score
threshold. There are various strategies for transferring
knowledge between models. The distances between the
base and target KPI are various, rendering a fixed strategy
inappropriate in our scenario. Adaptively choosing the
best transfer strategy is needed to improve transfer learn-
ing performance. Additionally, operators have to manu-
ally set the anomaly score threshold for each KPI with
previous methods like [1], [2], which is very tedious and
error-prone. A more practical way to predict the anomaly
score threshold on the fly is required.

We propose AnoTransfer, an efficient, unsupervised, transfer
learning-based framework for KPI anomaly detection, to tackle
the above challenges. First, it splits offline training data into
one-day-long segments and categorizes them into groups using
a novel shape-based clustering method. Then, AnoTransfer
selects the KPI segments closest to each group’s centroid to
train a base model for this group jointly. When a new KPI
arrives in the online environment, we match it to a group
and fine-tune the group’s base model through the KPI’s short-
period data with an adaptive transfer strategy. The contribu-
tions of this paper are summarized as follows:

1) To reduce the required initialization time and the train-
ing cost for large-scale Web services, we apply transfer
learning to transfer the knowledge from well-trained base
models to target models. We identify the challenges lying
in addressing this problem.

2) We design a novel VAE-based KPI clustering algo-
rithm for deep learning-based anomaly detection models.
Through clustering, KPI segments with similar shapes
can jointly train a base model. Using KPIs with similar
shapes in transfer learning improves the performance
of anomaly detection models, addressing the first chal-
lenge. We split KPIs by days and perform clustering
on these one-day-long KPI segments, making it easy
to assign base models for target KPIs, addressing the
second challenge. Moreover, using shape-based distance
(SBD) [20], we successfully minimize the phase shifts in
KPIs, making the number of clusters and the number of
base models as small as possible.

3) We propose a transfer learning strategy selection method
to adaptively choose between full parameter transfer
and partial parameter transfer according to the distance
between the centroid of the base KPIs and the new KPI.
SPOT [21] is also used with transfer learning techniques
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to improve its performance in calculating the anomaly
score threshold, addressing the third challenge.

4) We conduct extensive experiments with real-world data
collected from large Web service providers including
Baidu, Sogou, eBay, Tencent, and ByteDance to evaluate
the performance AnoTransfer. Empirical results show
that AnoTransfer reduces the average initialization time
by 65.71%, and improves the training efficiency by
50.62 times, without significantly degrading the anomaly
detection F1-score. Additionally, to get readers better
understand our work, we also make our labeled dataset
and source code publicly available.

II. BACKGROUND AND RELATED WORK

A. KPI and KPI Anomaly Detection

KPIs are primarily affected by user behavior and schedule;
therefore, most of them have seasonal patterns [2]. However,
because users’ behavior may change over time, the shapes
of KPI curves are not the same in each repeated cycle.
Besides seasonal patterns and local variations, there are also
noise factors in KPIs. The statistical information of the noise
distribution, e.g., the standard deviation, is mainly discussed in
KPI anomaly detection problems [1]. In summary, the normal
patterns of seasonal KPIs consist of two components: 1) the
seasonal patterns with local variations, and 2) the distribution
of noises. In UTS, we refer to data points that do not follow
normal patterns as anomaly points (such as the steeply rising
or falling parts of a KPI). However, “normal patterns” of a
variable in MTS can still be anomalous if other variables
contain anomalous patterns at that time.

The KPIs discussed and studied in this paper are in
the form of UTS. The anomaly detection problem of KPIs
can now be formulated as follows: For each time t, given
its KPI observation xt and historical observations x =
(xt−W+1, . . . , xt−1) of length W , determine whether an
anomaly has occurred (denoted by γt = 1). Usually, anomaly
detectors will give a real-valued score (anomaly score here-
after), e.g., P (γt = 1 | xt−W+1:t) instead of directly deter-
mining whether an anomaly has occurred at time t. Then,
an anomaly score threshold is selected to determine whether
to trigger alerts.

B. Service Update

With the current rapid evolution of the Internet, service
updates are inevitable and frequent in large-scale Web ser-
vices [4], [22]–[24]. These updates aim to fix bugs, deploy
new features, adapt to environmental change, and improve ser-
vice performance continuously. Although each service update
is usually extensively tested on testbeds before deployment,
errors and bugs may still occur in the online environment
because of diverse hardware/software systems, complex inter-
actions, and the large scale of devices [22], [23]. Therefore,
instead of rolling out a service update to all servers at one
time, the operations team deploys the service update on a
subset of servers at the beginning and continuously monitors a
predefined list of KPIs to determine the impact of the service
update. If the KPIs on the server subset perform as expected,
the service update will be rolled out to all servers. Otherwise,

the service update should be rolled back as soon as possible
to mitigate its negative impact.

Generally, service performance degradation caused by bad
service updates may induce poor user experience or revenue
drop [22], [23]. Thus it is vital to detect significant KPI
changes rapidly, whether positive or negative, to allow a timely
decision. For example, if operators replace an old server with
a new high-performance server, a decrease could incur in CPU
usage and response time. Apparently, this is an expected KPI
change. Suppose that operators use [2] for anomaly detection,
and the parameters are trained based on the old KPI shape (sea-
sonal patterns with local variations) before this service update.
Since the data distribution has changed dramatically, [2] will
generate a lot of false alarms. That is to say, the anomaly
detector “believes” that most of the KPI data points after the
service update are anomalous, while operators consider these
points as normal.

We try to adapt anomaly detection methods as quickly as
possible to avoid accuracy loss after expected KPI changes.
The requirement to update and redeploy the anomaly detection
system timely then leaves us limited time to collect historical
data for changed KPIs after service updates.

C. Conditional Variational Autoencoder

Variational autoencoder (VAE) [25] is a typical deep
Bayesian network. It models the relationship between the
input x and the latent variable z. Like other autoencoders,
a VAE model consists of an encoder and a decoder. Encoders
and decoders are both neural networks, usually with similar
structures. The task of the encoder is to compress the input
information into a constrained latent distribution (encode). The
task of the decoder is to sample latent variables from the
latent space and then transform them back to high-dimensional
data accurately (reconstruction). The training goal of VAE is
to minimize the distribution distances between the estimated
posterior q (z | x) and the real one p (z | x). This can be
done by maximizing the log-likelihood of the reconstructed
data E [log p (x | z)] to improve its quality while minimize
the Kullback-Leibler divergence [26] between the posterior
q (z | x) and the prior p (z).

Conditional variational autoencoder (CVAE) [27] combines
conditional generative models [28] with VAE to get a stronger
control of what kind of data it generates. The encoder part of
CVAE tries to learn q (z | x,y), which is equivalent to encod-
ing x into the hidden representation z conditioned on y. The
decoder part of CVAE tries to learn p (x | z,y), which decodes
the hidden representation to the input space conditioned on
y. Previously methods such as [2] used CVAE for anomaly
detection, which demonstrated the superior performance of
CVAE in real-world cases. Therefore, AnoTransfer adopts
CVAE to learn the normal patterns of KPIs. Then, it compares
the KPI reconstructed by the decoder with the input KPI to
determine anomalous points.

D. Transfer Learning

Transfer learning focuses on storing knowledge gained
while solving one problem and applying it to a different yet
related problem [29]. There are different transfer learning
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strategies and methods, which can be applied based on the
domain, task, and availability of data [30], [31]. These methods
can be classified into instance transfer, feature-representation
transfer, parameter transfer, and relational-knowledge transfer.
Instance transfer reuses certain instances from the source
domain along with target data to improve the results of
the target task. Feature-representation transfer aims to min-
imize domain divergence by discovering good feature rep-
resentations that can be utilized from the source to target
domains. Parameter transfer assumes that the models for
related tasks share some parameters or prior distributions.
Relational-knowledge transfer attempts to handle data that
is not independent and identically distributed. When using
transfer learning techniques, many deep generative models
(e.g., [32]) adopt parameter transfer because they often share
the same prior distribution across the source and the target
domain. Using parameter transfer to warm up the training
process is closely related to Meta-learning based model ini-
tialization/selection, which picks a model for a new task based
on the task similarity to the meta-train tasks [33]. The transfer
strategies that AnoTransfer uses also fall into this category.

E. Related Work

1) KPI Clustering: KPI clustering based on traditional
methods. ROCKA [19] and SPF [34] are two KPI clustering
methods based on traditional statistical methods. ROCKA
clusters KPIs based on similarities in their underlying shapes
despite noises, anomalies, amplitude differences, and phase
shifts, and can be helpful in KPI analysis and large-scale
anomaly detection. SPF checks if some randomly selected
symbolic patterns exist to partition the data instances in the
time series. This partition process is executed multiple times,
and the partitions are combined to generate the final partition.
However, it is challenging to choose a suitable algorithm for
traditional statistical methods, and the parameters of those
methods are usually tough to tune.

KPI clustering based on deep learning. It is proved
by recent researches that deep learning methods can capture
features of KPI better [1]. DCN [35] uses the autoencoder
structure for dimensionality reduction and uses k-means on
the encoded z for clustering while training the whole model
end-to-end. However, most existing deep learning-based time
series clustering methods, including DCN, cannot support
long-period KPI series well. They are mostly designed for
static data, and to the best of our knowledge, no method based
on deep learning has been proposed to address the anomaly
detection problem.

2) KPI Anomaly Detection: With large-scale Web services
becoming more and more popular in recent years, Web anom-
aly detection methods have received increasing attention. Web
anomaly detection is targeted to detect anomalies and protect
Web services from attacks [36]–[38] or system failures proac-
tively. Here, we mainly discuss the KPI anomaly detection for
Web services.

a) KPI anomaly detection based on traditional methods:
Algorithms like [39]–[47] are based on traditional statistical
methods. They make some simple assumptions for the KPIs;

therefore, efforts must be taken to choose an appropriate algo-
rithm and tune the hyperparameters for each KPI and service.
Simple equations used in these models can often not capture
the properties of the KPIs in practice. For example, [40]
detects the anomalies in search response time KPI with WoW
(week-over-week) method. However, there are not only weekly
periodicity but also daily periodicity, holidays, and other fac-
tors. In such cases, it seems necessary to combine many dif-
ferent detectors. However, simple ensemble of these statistical
detectors, like majority vote [45] or normalization [47], does
not help a lot [48].

b) KPI anomaly detection based on supervised or semi-
supervised learning: Supervised KPI anomaly detection meth-
ods can automatically combine detectors according to the
input. EDGAS [49] and Opprentice [48] are two examples.
EDGAS uses AdaBoost [50] to select the most relevant anom-
aly data points, while Opprentice ensembles 14 widely-used
traditional statistical algorithms to extract features for data
points. However, they heavily rely on accurate labels. Getting
enough careful labels requires too much manual effort and
time, making such supervised methods expensive and imprac-
tical. The coverage of anomaly labels is usually far from the
requirements of traditional supervised methods. Also, because
they may have to execute some time-consuming traditional
statistical algorithms, they may take too much time. ATAD [3]
combines transfer learning and active learning techniques to
transfer knowledge from the source dataset to the target dataset
and determine informative labels of a small part of samples
from unlabelled datasets. However, using the concept of active
learning, its effectiveness heavily relies on the accuracy of the
occasionally labeling work. In addition, the algorithms it uses
to extract features from KPIs also need to be carefully picked.

c) KPI anomaly detection based on deep learning:
For multivariate KPIs, USAD [14], OmniAnomaly [15], and
CTF [16] are all advanced unsupervised methods. However,
because the nature of anomalies in MTS differs from that of
UTS, algorithms proposed by these methods cannot be applied
to UTS directly. Donut [1] and Bagel [2] are two unsupervised
anomaly detection algorithm based on VAE and CVAE. Bagel
dramatically improves the robustness of Donut by using CVAE
to incorporate time information and a dropout layer to avoid
over-fitting. Buzz [5] makes use of an improved WGAN [51],
[52] to greatly improve the robustness of Donut on KPIs
with non-Gaussian noises. Nevertheless, these methods are
not practical for large-scale Web services for the follow-
ing two reasons. First, current deep learning-based anomaly
detection algorithms suffer from a long initialization time
(up to weeks). With the introduction of advanced technolo-
gies, e.g., microservice, cloud-native computing, today’s Web
services frequently deploy software and hardware changes
to fix bugs, deploy new features, or improve performance
[4], [22]–[24]. Additionally, container instances are frequently
created and destroyed to ensure scalability and fault toler-
ance. After a software/hardware update or a container instance
creation, the KPIs of its related entity tend to experience
pattern change. Therefore, operators must retrain the anom-
aly detection model to guarantee its performance. The long
initialization time of those deep learning-based KPI anomaly
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detection methods makes them not functional for a long time.
Secondly, there are hundreds of thousands to millions of
physical machines, (micro)service instances, and containers
in today’s large-scale Web services [18], [53], [54]. Even if
operators configure only a few KPIs for each monitored entity,
they should conduct anomaly detection for millions of KPIs.
Current deep learning-based KPI anomaly detection methods
usually train a dedicated neural network model for each KPI.
Moreover, the training cost of one neural network model,
which digests a large amount of data for model training,
is usually high. Consequently, the training overhead of millions
of neural network models is prohibitive.

ADT-SHL [55] applies the idea of transfer learning to
anomaly detection tasks. It first clusters historical KPIs by
similarity, and then all KPIs in each cluster are input into a
shared-hidden-layers VAE model. However, it is based on [1],
which can not handle KPIs with periodic spikes or with long
missing segments well.

III. ANOTRANSFERAPPROACH

A. Design Overview

This paper proposes a novel deep unsupervised KPI anom-
aly detection algorithm with transfer learning, AnoTransfer,
to reduce the required initialization time and the training
cost. Figure 4 shows the overall framework of AnoTransfer.
AnoTransfer consists of three stages: offline training, transfer
learning, and online detection. Historical KPI streams will go
through clustering and base model training processes in the
offline training stage. In the clustering process, we extract
baselines, split them into segments, adjust phase shifts,
and utilize VAE with hierarchical agglomerative clustering
(HAC) [16], [56] to cluster KPI segments with similar shapes
together. The centroid of each cluster constitutes a shape
library. Then, AnoTransfer uses those segments closest to the
centroid in each cluster to train a CVAE model as the base
model of that shape.

When a new or changed KPI stream arrives in the online
environment after service updates, it will first undergo the
transfer learning stage before being input into the online detec-
tion stage. We match a short period of historical observations
of the new-coming KPI to a shape in the shape library and
fine-tune its corresponding base model. An automatic transfer
strategy selection method is implemented to help the fine-
tuning process.

Finally, we use SPOT [21] with hyperparameter sharing to
dynamically calculate the anomaly score threshold and use the
fine-tuned model to detect anomalies in the online KPI stream.

B. Preprocessing

Commonly, large-scale modern Web services have a massive
quantity of monitoring data and monitoring agents. Therefore,
it is hard to guarantee that all monitoring data is ideally
collected, and data missing is inevitable. According to our
observation, the percentage of missing values in a KPI is
usually small (less than 10%). AnoTransfer uses linear inter-
polation to fill them based on their adjacent data points. The
imputed KPI becomes a time series with a fixed monitor-
ing interval, enabling us to calculate the point-wise distance

Fig. 4. The overall framework of AnoTransfer.

between two KPIs. Another widely used preprocessing step
for time series is standardization. Standardization helps make
meaningful comparisons between time series because data col-
lected from different services and systems vary in amplitudes.
The standardization process is given by x� = x−μ

σ , where x
is the raw data, μ and σ are the mean and standard deviation
of x, respectively.

C. Offline Training

1) KPI Clustering: In AnoTransfer, the KPI clustering
process consists of four steps: baseline extraction, segmen-
tation, phase shift compensation, and clustering.

KPIs with similar shapes can be grouped better when per-
formed on normal patterns. However, noise and anomalies can
significantly affect the shape of KPIs and cause miscalculation
of shape-based similarity, so we extract smooth baselines from
KPIs to represent their underlying shapes. The extreme values
are removed first. Extreme values usually have a better chance
of being anomalies and the ratio of anomaly points in a KPI is
generally less than 5% [19]. Therefore, AnoTransfer removes
the top 5% data that deviates from the mean value and then
uses linear interpolation to fill their vacancies. In this way,
extreme anomalies (often huge spikes or dips) are removed and
replaced with neighboring normal observations. Then, we use
a simple yet effective method to deal with noise. AnoTransfer
applies the moving average algorithm with a small sliding
window on KPIs. The baseline x� of a KPI x can be computed
as:

x = (x1, x2, . . . , xn)

x�
t =

1
W

t∑
i=t−W+1

xi

x� =
(
x�

W , x�
W+1, . . . , x

�
n

)
(1)

where W denotes the window length. For each point xt

in the input, the corresponding point x�
t on the baseline is
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the mean of series (xt−W+1, . . . , xt). Finally, AnoTransfer
downsamples the extracted baseline to reduce its sampling
rate. Reasonably downsampled KPI can boost the efficiency
of clustering without harming the effectiveness of clustering.
Please note that AnoTransfer only performs baseline extraction
(extreme value removal, moving average, etc.) in the clustering
process. Data used for anomaly detection will not go through
this step. Thus, these preprocessing steps will not induce false
negatives to anomaly detection results.

After baseline extraction, we extract KPI segments from
each baseline. AnoTransfer reads the time information of each
KPI, discards incomplete days at both ends, and then splits
the entire baseline by day. Next, we address the phase shift
problem. The purpose of phase shift compensation is to group
similar shapes with time lags together, thus making the number
of clusters as small as possible. First, we get the pivot pvt of
all the one-day-long segments S obtained in the previous step
by:

L (a,b) = �a − b�2 (2)

pvt = argmin
a∈S

∑
b∈S

L (a,b) (3)

We use Euclidean distance L here, which is simple yet
effective in time series classification or clustering [57]. Then,
we use normalized cross-correlation (NCC) [20] to calculate
the similarity between pvt and all other curves for all possible
phase shifts s ∈ [0, n− 1]. To retain as much information as
possible, we wrap the KPI around (i.e., move its tail before its
head). For x = (x1, . . . , xn), y = (y1, . . . , yn), the optimal
estimation of their phase shift is computed as:

CCs (x,y) =
s∑

t=1

xt · yt+n−s +
n−s∑
t=1

xs+t · yt

NCCs (x,y) =
CCs (x,y)
�x�2 · �y�2

s∗ = arg max
s∈[0,n−1]

NCCs (x,y) (4)

The inner product of the two KPIs is at its maximum when s
is closest to the actual phase shift. The range of NCC (x,y)
is [−1, 1]. The bigger the NCC value, the more similar two
KPIs are. AnoTransfer takes the s that maximizes NCC (x,y)
as the phase shift between x and y.

In the clustering step, we use all the one-day-long KPI
segments after phase shift compensation to train a VAE model
to learn the characteristics of all shapes as much as possible.
AnoTransfer then encodes each segment into latent repre-
sentations using the trained VAE. The process is shown in
Figure 5. VAE is used as the feature extractor because it
works similarly to the CVAE used in the following training
process of the anomaly detection model. Suppose the base
KPI and the target KPI are considered similar in shape by the
VAE in the clustering process. In that case, the CVAE used
in anomaly detection will also encode them into similar latent
distributions. AnoTransfer inputs all latent representations into
the HAC algorithm and gets the clustering result for all KPI
segments using Euclidean distance. HAC iteratively merges
the closer pair of clusters and moves up the hierarchy until

Fig. 5. The VAE model used in KPI clustering. In the training process, the
model outputs reconstructed data to optimize itself. In the inference process,
the model outputs latent representations used in HAC clustering.

all KPI segments are merged into one cluster. The clustering
result can be determined according to the number of required
clusters. In AnoTransfer, HAC with Ward’s linkage is adopted
because of the following reasons: 1) Compared to other clus-
tering algorithms, e.g., DBSCAN [19], k-means [35], and
k-medoids [58], HAC needs no initial parameters (e.g., the
number of clusters or distance thresholds). 2) It is not sensitive
to the distance measurement algorithms because it clusters on
the rank of distances rather than the value. 3) HAC with Ward’s
linkage lets each data in the cluster have an equal effect on the
inter-cluster distance, making the distance measurement tran-
sitive [59]. All the centroids of the clustering result constitute
a shape library, for each of them can represent a different type
of shape.

2) Base Model Training: AnoTransfer selects the KPI seg-
ments closest to each cluster’s centroid to train a CVAE-based
anomaly detection model jointly as the base model for each
type of shape. We use the sliding window of KPIs as
the input of CVAE following [2]. Formally speaking, for
a KPI x = (x1, x2, . . . , xn), its i-th window is x(i) =
(xi, xi+1, . . . , xi+W−1), where W denotes the window length.
After obtaining the sliding windows for a KPI, AnoTransfer
encodes the time information of the last point of each window
into one-hot vectors. The rule of encoding is illustrated in
Figure 6. First, we extract the time information of the last
point of the window: minute-of-the-hour, hour-of-the-day, and
day-of-the-week. Then, we use one-hot encoding to convert
the time information into bit vectors. Motivated by [1], we use
missing data injection to augment the training data (i.e., delib-
erately create some missing points) to increase the difficulty
for the model to learn the normal patterns, thereby enhancing
the algorithm’s robustness.

Figure 7 depicts the architecture of CVAE. At the beginning
of training, the time vector y of a window is randomly dropped
out by a dropout layer to prevent over-fitting [60]. Then, the
sliding window x ∈ R

W is directly concatenated with the
time vector y ∈ R

Y and input into the encoder. The encoder
converts it into the mean μz ∈ R

H and the standard deviation
σz ∈ R

H of the latent distribution. We assume that the prior
of the latent distribution is the standard multivariate normal
distribution. Next, a latent variable z ∼ N (μz, σz) is sampled
from the latent distribution and concatenated with the time
vector before being input into the decoder. The decoder outputs
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Fig. 6. An example of time information encoding.

Fig. 7. The neural network architecture of CAVE.

the mean μx ∈ R
W and the standard deviation σx ∈ R

W of
the reconstruction distribution, which completes the forward
propagation.

To mitigate the negative impact of missing point in the input
as much as possible, AnoTransfer adopts the negative modified
ELBO (M-ELBO) [2] as the loss function in the backward
propagation:

L̃ (x,y) = −M-ELBO

= −Eq(z|x,y)

[
W∑
t=1

αt · log p (xt | z,y)

+ β · log p (z | y) − log q (z | x,y)] (5)

where W is the window length, α is a bit vector, αt = 1 means
that xt is a missing point, and β is the proportion of existing
points in the window. The CVAE model is being continu-
ously optimized through the stochastic gradient variational
Bayes (SGVB) algorithm [27] and the M-ELBO loss function.

D. Transfer Learning

After obtaining the base model of each cluster, AnoTransfer
uses the base model to aid the training process in the online
environment. For a new-coming or changed KPI (a.k.a. target
KPI) that needs anomaly detection, AnoTransfer takes one-
day-long historical observations x of the KPI and uses Equa-
tion (4) to compensate its phase shift with respect to the pvt
picked by Equation (3). The adjusted KPI segment is then

input into the clustering VAE to extract its latent representation
z, which will be compared against the centroid of each cluster
using Euclidean distance (Equation (2)). We select the corre-
sponding model of the cluster that has the smallest distance
between z and its centroid as the base model in transfer
learning. AnoTransfer utilizes the one-day-long training data
from the target KPI to fine-tune the selected base model.

Deep learning models have layered architectures allowing
us to utilize pre-trained parameters in the model. Since CVAE
is a deep generative model and AnoTransfer shares the same
prior distribution in both the source domain and the target
domain [27], we adopt parameter-based transfer [31] in trans-
fer learning. Parameter-based transfer refers to directly sharing
some well-trained parameters between the base and target
models. Then we selectively retrain (fine-tune) some of the
transferred parameters of the target model to improve its per-
formance. Specifically, the parameters that can be transferred
are those in the neural network layers of the encoder and
the decoder in CVAE. The outer layers (layers close to the
input of the encoder and the output of the decoder) of deep
generative models have been seen to capture generic features,
while the inner ones (layers close to the output of the encoder
and the input of the decoder) focus more on the specific task at
hand [61]. Therefore, it is preferred to share the outer layers’
parameters and re-initializing the inner layers’ parameters.
However, when the target KPI x is very similar to the centroid
c of the cluster it is assigned to, they share not only generic
features but also specific ones. Sharing all model parameters
can improve the performance of the target model even more.
Empirical results in § IV confirm this theoretical implication.

We propose a method to determine the proper transfer
method automatically: 1) For target KPIs with a large similar-
ity to the centroid after phase shift compensation, AnoTransfer
uses the full parameter transfer strategy (i.e., transfer all the
parameters in CVAE). 2) For target KPIs with a relatively
small similarity to the centroid, AnoTransfer uses the partial
parameter transfer strategy (i.e., transfer the outer layers’ para-
meters in CVAE). This method also utilizes NCC to calculate
the similarity values, which is given by Equation (4) with
s = 0. A threshold α needs to be chosen by the expertise
of human operators. If NCC (x, c) ≥ α, it means that x
and c are very similar and the full parameter transfer strategy
is selected, otherwise the algorithm will choose the partial
parameter transfer strategy.

Fine-tuning is performed on the whole transferred model
with the full parameter transfer strategy. However, if the partial
parameter transfer strategy is selected, the process becomes
more complicated. First, a new CVAE model is initialized
with random parameters. Then, the outer layers’ parameters
of the base model are loaded into the target model. To avoid
over-fitting, we first freeze the transferred parameters and use
the training data from the target KPI to update the newly
initialized parameters only. Finally, we unfreeze the transferred
parameters and fine-tune the whole model as usual.

E. Online Detection

We use the fine-tuned model to detect anomalies in online
KPI streams in the online detection stage. AnoTransfer uses
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the MCMC missing imputation algorithm [1] to mitigate the
impact of missing data as much as possible. The core idea
of this algorithm is to let the fine-tuned model reconstruct the
missing parts of the input window and then replace the missing
data with the reconstructed one. This process will be repeated
several times. The intermediate data will keep getting closer to
normal values during the whole procedure. Given a sufficiently
large number of iterations, we can get a good reconstruction
for missing points.

To get anomaly scores, AnoTransfer compares the KPI
reconstructed by CVAE with the original KPI by calculating
the negative reconstruction probability:

P (γt = 1 | x,y) = −Eq(z|x,y) [log p (x | z,y)] (6)

The higher the anomaly score, the greater the probability that
this data point is an anomaly. It is also essential to choose
a proper anomaly score threshold dynamically for each KPI
in the online environment. Here we use SPOT [21] algorithm
with transfer learning to calculate this threshold on KPI data
streams. SPOT is an approach to automatically setting anomaly
thresholds for streaming UTS based on Extreme Value Theory.
It makes no assumption on the data distribution: the main
hyperparameters are only the level and the risk, controlling
the number of false positives, which makes it useful in a wide
number of situations. We can also use the idea of transfer
learning by sharing hyperparameters of SPOT inside each
cluster. AnoTransfer uses grid search to try some possible
combinations of level and risk to get the optimal performance
on the centroid of a cluster. Then, this set of hyperparameters
is shared across the same cluster.

IV. EVALUATION

In this section, we first introduce the experiment setup,
including datasets, performance metrics, and the hyperparame-
ters of AnoTransfer. Then, we conduct extensive experiments
to evaluate the performance of AnoTransfer for addressing the
following research questions:
RQ1. How does the performance (effectiveness and efficiency)
of AnoTransfer compare to the baseline methods?
RQ2. How much initialization time and training time can
AnoTransfer reduce compared to the non-transfer learning
methods?
RQ3. The critical technique contributions of AnoTransfer
are clustering in the offline training phase, transfer learning
adopting, and automatic selection for transfer strategy. How
prominently do the three components impact the performance
of AnoTransfer?
RQ4. The KPI clustering process in AnoTransfer consists of
four steps: baseline extraction, segmentation, phase shift com-
pensation, and clustering. How well does it perform compared
to other clustering methods?
RQ5. How well does the threshold selection method, SPOT,
of AnoTransfer perform compared to other methods?
RQ6. How does the transfer strategy selection threshold of
AnoTransfer influence the performance?
RQ7. Case study: Does automatically switching the transfer
strategy make sense?

TABLE I

THE DETAILED INFORMATION OF THE DATASETS

RQ8. Is AnoTransfer robust enough against different types of
anomalies?

A. Experiment Setup

1) Datasets and Environment: We use two KPI datasets, the
Web service dataset (WSD) and the Numenta Anomaly Bench-
mark (NAB) dataset [62], to evaluate AnoTransfer. WSD
contains real-world KPIs collected from three top-tier Internet
companies, Baidu, Sogou, and eBay, providing large-scale
Web services. Experienced operation engineers have carefully
labeled all KPIs in WSD. NAB is a novel and publicly avail-
able benchmark for evaluating anomaly detection algorithms
in streaming and real-time applications. It contains datasets
collected from various companies including AWS, Twitter, etc.
We choose the dataset from Twitter, which is relatively large in
the temporal dimension from NAB, to evaluate AnoTransfer.
Table I shows more details about the datasets. We use 30%
of each dataset as the offline training set and the rest 70% as
the online set. For each KPI in the online set, the first one-
day-long segment is used to match a shape from the shape
library and fine-tune the base model. The rest of the KPI
is used as the testing set of anomaly detection. AnoTransfer
is implemented in Python 3.9 using PyTorch. The source
code of AnoTransfer is available at.2 The WSD dataset is
available at.3 All the experiments are run on a server with
two 16C32T Intel(R) Xeon(R) Gold 5218 CPU @ 2.30 GHz,
one NVIDIA(R) Tesla(R) V100S, and 192 GB RAM.

2) Performance Metrics: The anomaly detection algorithms
evaluated in this paper will output an anomaly score for each
data point of the testing KPIs and identify the anomalous
data points according to the anomaly score threshold. Thus,
the anomaly detection problem can be approximated as a
classification problem for each data point. We use F1 − score
(F1 for short) as the performance metric, whose calculation
requires True Positives (TP), False Positives (FP), and False
Negatives (FN), which is given by:

precision =
TP

TP + FP

recall =
TP

TP + FN

F1 = 2 × precision × recall
precision + recall

(7)

We apply three tweaks to classical point-based F1 according
to our observations in the online environment. First, different

2https://github.com/anotransfer/AnoTransfer-code/
3https://github.com/anotransfer/AnoTransfer-data/
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anomaly score thresholds may seriously affect the performance
of a detection algorithm. We apply a threshold that can lead to
the best F1 for each algorithm when comparing them [1]: We
calculate all (precision, recall) pairs of the algorithm using
all possible thresholds and then calculate all F1 to choose
the best one. Second, the anomaly is usually generated by
gradual accumulation and will last for a while, so the anomaly
start time detected by an algorithm rarely exactly matches the
labeled time. Therefore, it is acceptable for the algorithms
to trigger an alert for any point in a contiguous anomaly
window, if the delay is not too long [1], [2], [14], [15].
As for data points outside of anomaly segments, we treat
them point-wisely as usual. Third, missing data points are
not counted as anomaly points because missing points are
straightforward to recognize by operators and do not need to be
detected by anomaly detectors [1]. Therefore, we completely
ignore each method’s output at all missing points in the
evaluation.

3) Hyperparameters: In the offline training stage, the win-
dow size of the moving average algorithm is five. On our
datasets, a time interval of 10 minutes can yield satisfactory
results while keeping the clustering process efficient, so we
downsample the input to 10 min/point. For the clustering VAE,
both the encoder and the decoder have three dense layers with
ReLU activation functions [63]. The number of units of the
first two hidden layers is 90, the dimension of the latent vari-
able is 20, and the learning rate is set to 0.0005. For CVAE, the
input sliding window size is 120, and the dropout rate of time
information is 0.1. The encoder and the decoder have three
dense layers with ReLU activation functions. The number of
units of the first two hidden layers is 100, the dimension of
the latent variable is 8, and the learning rate is 0.001. Each
base model is trained by the top 50 closest one-day-long KPI
segments to the centroid. We use the Adam optimizer [64] to
train both models. In the transfer learning stage, the threshold
α for selecting the transfer strategy is 0.7 (see IV for more
details). For the hyperparameters of the baseline methods,
we use their default values in the experiments.

B. AnoTransfer vs. Baseline Methods (RQ1)

To demonstrate the effectiveness and efficiency of
AnoTransfer, we compare it with three baseline KPI anomaly
detection methods: Bagel [2], ADT-SHL [55], and ATAD [3]
(see § II-E.2 for more details). Bagel is a state-of-the-art deep
learning-based KPI anomaly detection method. It has outstand-
ing performance when the initialization time is long enough.
ADT-SHL and ATAD are two methods that utilize the concept
of transfer learning. ADT-SHL is based on the autoencoder
structure, while ATAD is based on semi-supervised active
learning techniques. Both of them aim to solve the challenge
of detecting anomalies in new KPIs with a short initialization
time and without anomaly labels. Table II, Figure 8 and
Figure 9 shows the F1 and average time cost of all algorithms
on each dataset.

AnoTransfer outperforms all baselines in effectiveness and
efficiency on both datasets. AnoTransfer’s F1 are 0.915 and
0.972 on WSD and NAB, respectively, while the best F1 of

TABLE II

PERFORMANCE OF ANOTRANSFER AND OTHER BASELINE ALGORITHMS

Fig. 8. Overall performance of KPI anomaly detection algorithms.

Fig. 9. Average training time for a single new/changed KPI of each algorithm.

baselines are 0.802 and 0.966, which is lower than AnoTrans-
fer. As for efficiency, we evaluate each algorithm’s training
time for new/changed KPIs. AnoTransfer is significantly faster
than baseline methods with 0.533 sec/KPI and 0.398 sec/KPI
on each dataset, respectively. It takes Bagel and ADT-SHL
around 10 seconds to train/fine-tune the anomaly detection
model for a target KPI until the model converges. ATAD needs
even more training time to successfully adapt to target KPIs,
rendering it impractical in our scenario.

We will try to analyze the reasons for this result next.
On WSD, AnoTransfer outperforms others by 14.09% to
22.16%. Bagel needs a long initialization time to get good
performance. However, the training data acting as target KPIs
(one-day-long) in this experiment are not long enough for
Bagel, so its average best F1 is not as good as AnoTrans-
fer, and takes a longer time than AnoTransfer to con-
verge. ADT-SHL shows slightly better performance because
of its transfer learning techniques. However, it is based
on [1], which can not handle KPIs with periodic spikes or
with long-missing segments well, resulting in a suboptimal
performance than AnoTransfer. Additionally, with multiple
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convolutional networks, its Shared-Hidden-Layers VAE has a
more complex structure than AnoTransfer, increasing its train-
ing time overhead. ATAD’s performance is not satisfactory,
either. The concept of active learning makes its effectiveness
heavily rely on the accuracy of the occasionally labeling work.
In addition, the algorithms it uses to extract features from KPIs
also need to be carefully picked. Those features we selected
for one dataset may not be suitable for others. Too many
complex feature extraction algorithms also make ATAD slower
than AnoTransfer. On NAB, ADT-SHL’s performance is not as
good as the WSD because KPIs in this dataset are very noisy
and have many periodic local patterns such as spikes and dives,
while AnoTransfer can handle this type of KPIs well thanks
to the CVAE. AnoTransfer’s performance is roughly the same
as Bagel’s, but AnoTransfer costs much less time to train.

C. Effect of Transfer Learning (RQ2)

In this section, we conduct two experiments to determine
how much of the required training time and initialization time
can be reduced using transfer learning. Here we choose Bagel
as the comparison non-transfer method for it has the best
efficiency of baselines. Bagel trains a new model for each
target KPI while AnoTransfer fine-tunes the corresponding
base model for each target KPI.

In the first experiment, we gradually increase the length
of training data (initialization time) and monitor AnoTransfer
and Bagel’s performance on the WSD dataset. We take enough
training time to let both models converge. Figure 10 shows that
Bagel’s performance improves rapidly before 1000 minutes of
training data, and its F1 increases steadily after that. Bagel
cannot reach its maximum potential even when trained with
4200 minutes of the target KPI. On the other hand, AnoTrans-
fer’s performance improves rapidly before 1500 minutes of
training data. However, it remains at the same level when the
number of KPIs grows bigger, which means we can get a stable
performance even using only one-day-long training data.

In the second experiment, we test AnoTransfer and Bagel’s
training time when facing a vast number of target KPIs. We use
a much bigger real-world KPI dataset than WSD and NAB in
this experiment.4 This dataset is collected from ByteDance,
a top-tier global content service provider providing services
for one billion+ monthly active users (MAU), and contains
over 40000 KPIs. However, operators cannot provide anomaly
labels because of the considerable labeling overhead brought
by the large quantity. So, unfortunately, we cannot use it
in anomaly detection experiments. Figure 11 shows that the
training cost of AnoTransfer is significantly lower than existing
methods like Bagel. When the number of target KPIs grows
large, the training time of Bagel escalates very fast, while the
cost of AnoTransfer can stay at a relatively low level.

D. Contributions of Components (RQ3)

To show the effects of three key techniques in AnoTrans-
fer: 1) clustering; 2) transfer learning; 3) automatic transfer
strategy selection, we reconfigure AnoTransfer to create four

4https://github.com/omni-cluster/OmniCluster-dataset/

Fig. 10. The performance of AnoTransfer and Bagel with different initial-
ization time. AnoTransfer can get satisfactory results using shorter training
data than Bagel.

Fig. 11. The training time of AnoTransfer and Bagel on different numbers
of KPIs.

TABLE III

COMPARISON WITH MODEL VARIATIONS

variants C1-C4, described as follows: C1: AnoTransfer w/o
clustering: Only one base model is used for transfer learning,
and the KPI segments used to train the base model are ran-
domly picked from the whole dataset. C2: AnoTransfer w/o
transfer learning: The base model of each cluster is used to
detect anomalies in target KPIs directly, without parameter
transfer or fine-tuning. C3: AnoTransfer using only the full
parameter transfer strategy. C4: AnoTransfer using only the
partial parameter transfer strategy. Table III and Figure 12
shows the performance of AnoTransfer and its variants.

1) Effect of Clustering: With an F1 of only 0.680, the
performance of “AnoTransfer w/o Clustering” is far from
satisfactory on WSD. This result indicates clustering can effec-
tively group KPIs with similar shapes together, making it easy
to match a target KPI with a suitable base model, improving
transfer learning effectiveness. As for the NAB dataset, KPIs in
it are all very similar, and they can reasonably be grouped into
the same cluster, which leads to the same F1 as AnoTransfer.
Generally, it is not easy to guarantee that all the KPIs in
real-world use cases are close, making clustering essential in
AnoTransfer.
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Fig. 12. The performance of AnoTransfer and its variants.

2) Effect of Transfer Learning: With “AnoTransfer w/o
Transfer Learning”, WSD is grouped into 10 clusters.
Although the target KPI should be reasonably similar to
its matching cluster, there are still many local variations,
e.g., different noise patterns, minor shape changes. These
variations make the F1 relatively poor if we use the base
model directly in anomaly detection tasks without fine-tuning.
On the contrary, as mentioned above, KPIs in NAB are very
similar, so only using the base model is enough in this case.
Thus, “AnoTransfer w/o Transfer Learning” on NAB achieves
similar performance as AnoTransfer. However, it is rare to
have a cluster whose all target KPIs are close to its centroid.
Therefore, it is indispensable to transfer model parameters and
fine-tune the target model.

3) Effect of Automatic Transfer Strategy Selection: When
using a fixed transfer strategy instead of automatically switch-
ing two strategies, AnoTransfer using only the full parameter
transfer strategy can perform better than AnoTransfer using
only the partial parameter transfer strategy. It is because more
parameters can carry more valuable knowledge learned from
the offline training stage. Most of the target KPIs in our
dataset are close to the centroid, so using the full parameter
transfer strategy can take advantage of all information in the
base model. However, transferring all parameters can harm
the performance if the target KPI is relatively far from the
centroid. We discover that a small number of target KPIs
in our dataset have relatively large shape changes compared
to the centroid. This can be caused by the variety of KPIs
or errors in the class assignment step. By automatically
selecting the best transfer strategy according to the distance
between the target KPI and the centroid, AnoTransfer gets the
highest F1.

E. Evaluation of KPI Clustering (RQ4)

To prove AnoTransfer’s KPI clustering algorithm is better
than existing ones in our scenario, we select three UTS clus-
tering algorithms in this section: ROCKA [19], SPF [34], and
DCN [35]. The architectures of these approaches are various.
ROCKA and SPF are based on traditional statistical methods,
while DCN and AnoTransfer are based on deep learning. Since
NAB can be reasonably grouped into a single cluster, we only

Fig. 13. The performance of AnoTransfer’s transfer learning component
combined with different clustering algorithms.

use WSD in this experiment. We split our dataset into one-
day-long segments without other preprocessing steps before
input into each baseline algorithm. The clustering results
given by each clustering algorithm are then used in the base
model training and transfer learning stage of AnoTransfer.
We evaluate the clustering performance of the four algorithms
above by the final performance in anomaly detection. The
experimental results are shown in Figure 13. AnoTransfer’s
KPI clustering algorithm outperforms others by 14.95% to
31.09%. This is because ROCKA and SPF are not resistant
to noise in the dataset. Their clustering results are not suitable
for deep learning-based algorithms like AnoTransfer, either.
DCN theoretically could resist noise by using the autoencoder
structure. However, it is hard to fully converge (it has a few
billion parameters), and thus its latent representations may be
inaccurate. The latent distribution in AnoTransfer’s clustering
VAE is robust to noise and low-dimensional to converge, thus
the most accurate.

F. Evaluation of Anomaly Score Threshold Selection (RQ5)

Although we can use the best threshold (which will yield
the best F1 on each target KPI) to evaluate the theoretical
best performance of AnoTransfer on each dataset, it is not
feasible in the real-world online environment. It is impossible
to search for the best threshold for data yet to come exhaus-
tively. We conduct an experiment to evaluate AnoTransfer’s
performance on online stream data. AnoTransfer uses SPOT
with shared hyperparameters for each cluster to calculate the
anomaly score threshold dynamically. We compare this design
with the other two methods: static thresholds and SPOT with-
out hyperparameter sharing. With static thresholds, we deter-
mine those data points with the highest 5% anomaly score as
anomaly points. When using SPOT without hyperparameter
sharing, we set risk and level to their default values. The exper-
imental result is shown in Table IV and Figure 14. AnoTransfer
outperforms SPOT with fixed hyperparameters by 0.16 and is
not far behind the best F1. Static thresholds perform the worst,
which is not practical in real-world scenarios. This indicates
that by sharing a set of hyperparameters across target KPIs in
the same cluster, we can successfully determine the anomaly
score threshold for online data without degrading F1 too much.

G. Effect of Transfer Strategy Selection Threshold (RQ6)

To study how the transfer strategy selection threshold
α influences AnoTransfer’s performance, we conduct an
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TABLE IV

PERFORMANCE OF ANOMALY SCORE THRESHOLD
SELECTION METHODS

Fig. 14. The performance of AnoTransfer using different anomaly score
threshold selection methods.

Fig. 15. The performance of different α.

experiment to evaluate AnoTransfer with different values of α.
Figure 15 shows the experimental result. Recall that the larger
the α, the more target models will be fine-tuned with the partial
parameter transfer strategy. The performance of AnoTransfer
peeks at an α of 0.7 on WSD. We can see that when α is
greater than 0.7, F1 has a noticeable drop, for a too-large α
will discard too much information in base models. When α
is smaller than 0.5, the performance of AnoTransfer becomes
stable, which means that nearly all KPIs belonging to the same
cluster have an NCC value greater than 0.5 to the centroid.
Thus the full parameter transfer strategy is always selected.
So we set α to 0.7 in AnoTransfer empirically. On NAB,
the value of α does not affect F1. This is because KPIs in
NAB have relatively simple overall patterns than those in
WSD, and AnoTransfer can handle noise and periodic spikes
well. Using only the partial parameter transfer strategy can
already get a satisfactory result. Nevertheless, AnoTransfer can
achieve good performance with an extensive range of α on
both datasets.

H. Case Study: Effect of Transfer Strategy Selection (RQ7)

As described in § III-D, there are two ways to transfer model
parameters for CVAE. To prove the effectiveness of automatic

TABLE V

SUMMARY OF A, B AND C

TABLE VI

PERFORMANCE ON A AND B
WITH DIFFERENT STRATEGIES

transfer strategy selection, we conducted an experiment on
three KPIs from WSD, A, B, and C. We select C as the base
KPI and A, B as the target KPIs. The summary of these KPIs
is displayed in Table V. The NCC value between A and C
is 0.927, which means that A and C have a good similarity,
whereas NCC (B, C) is 0.254, indicating that the similarity
between B and C is relatively poor.

This experiment tests the performance of anomaly detection
with four strategies S1-S4: S1: full parameter transfer strategy
of AnoTransfer; S2: partial parameter transfer strategy of
AnoTransfer; S3: no transfer learning (short): use the first
one-day-long segment of the target KPI as the training set
to train a new model for each KPI; S4: no transfer learning
(long): use a 4-week-long segment of the target KPI as the
training set to train a new model for each KPI (train a new
model with enough training data). The results are shown in
Table VI and Figure 16. Since A and C are very similar, the
performance of the full parameter transfer strategy is better
than the partial parameter transfer strategy when using transfer
learning. Because of the large difference between B and C, the
full parameter transfer strategy will lead to an increase in the
false alarm rate. As a result, the final F1 is not as good as that
of the partial parameter transfer strategy. We get the worst
performance when no transfer learning is performed, and only
a small amount of data is used for training. When using no
transfer learning with long enough training data, we get the
best performance on both A and B. The results produced by
the best transfer strategy of A and B are not very far behind S4.
Considering the above results, it is essential for AnoTransfer
to automatically select the best transfer strategy.

I. The Robustness of AnoTransfer (RQ8)

Recent researches [65], [66] stated that many existing
benchmarks for time series anomaly detection algorithms
are flawed. According to [66], anomalies in time series can
be roughly categorized into five types: global point out-
liers, contextual point outliers, shapelet outliers, seasonal out-
liers, and trend outliers. Flawed datasets usually lack one
or more types of anomalies, or have too many inaccurate
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Fig. 16. The performance of AnoTransfer on A and B with each strategy.

anomaly labels. Because of these flaws, it is believed that
many published comparisons of anomaly detection algorithms
may be unreliable [65]. To evaluate whether AnoTransfer
is robust enough against various types of UTS anomalies,
we use the strategies proposed by [66] to construct a syn-
thetic dataset including all five anomaly types. Specifically,
we first adopt sinusoidal waves of different frequencies and
amplitudes as the base shapelet and then inject various types
of anomalies. Our synthetic dataset contains 300 UTS, each
of which has 30000 data points. The point-wise anomaly rate,
i.e., # anomaly data points

# total data points , is 13.93%. This dataset is also
publicly available at the WSD repository (see § IV-A). We use
30% of the dataset as the offline training set and the rest
70% as the online set. AnoTransfer’s average best F1 on this
dataset is 0.962. Based on this result, we can determine that
AnoTransfer is robust and can robustly detect all types of
anomalies.

In general, AnoTransfer achieves satisfactory anomaly
detection performance with high efficiency on two real-world
datasets (WSD and NAB) and a synthetic dataset. It is robust
and can be applied to various real-world scenarios without
worrying about the complexity of data.

V. CONCLUSION

The deep learning-based KPI anomaly detection methods
suffer from high training overhead and long initialization
time, making them inappropriate for today’s large-scale Web
services. To the best of our knowledge, we are among the first
to identify the two key drawbacks of these methods. Built
upon a state-of-the-art unsupervised neural network structure,
CVAE, AnoTransfer is an unsupervised KPI anomaly detection
algorithm that can effectively shorten initialization time and
significantly reduce the training time needed by using the
transfer learning technique. We propose a new KPI clustering
algorithm based on VAE and HAC to make transfer learning
perform better. In addition, SPOT with shared hyperparameters
is integrated into the model to calculate the anomaly score
threshold on online stream data dynamically, so operators do
not have to set thresholds manually. Our experiments using
real-world data from large Internet companies show that com-
pared to various baseline methods, AnoTransfer can reduce the
average initialization time by 65.71%, and improve the training
efficiency by 50.62 times, respectively. We believe AnoTrans-
fer is especially useful for large Web service providers, for
they usually have millions of entities to be monitored and a

large number of changed KPIs every day. AnoTransfer can
make the KPI anomaly detection system adapt to changed
KPIs as quickly as possible with affordable cost. The idea of
transfer learning-based warmup can also be adopted by many
other deep learning-based tasks, e.g., MTS anomaly detection,
intrusion detection, log anomaly detection, and trace anomaly
detection, to accelerate their training process.
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