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Background

{ What is a trace?
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Microservice architecture
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Remote Procedure Call (RPC) Framework

When microservice m calls microservices n, m
sends a message to n



Microservice architecture
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RPC framework



Tracing mechanism

: Web Service S1
: + | External
Request:[ Microservice a } [ Microservice ¢ } [ Microservice e }":/' service (S2)
@ (UuID-1): ) :
. . . :
C— [ Microservice b } [ Microservice d 1 @ External
Response: 1x ' | service (...)
(uiD-1) 3 { V i
: L Remote Procedure Call (RPC) Framework J :

The tracing mechanism can naturally record
these messages with timestamps and UUIDs



Trace

* All messages with the same UUIDs constitute one trace

Message | UUID Sending time of Receiving time of Message (m—n)
order (m — n)at m(msec) | (m—n) at n (msec)

A) UuID-1 - 1519747202138 | call(start—a)
2 UUID-1 | 1519747202144 | 1519747202146 | call(a—b)
©) UUID-1 | 1519747202149 | 1519747202151 | call(b—c)
oy UUID-1 | 1519747202149 | 1519747202150 | call(b—d)
) UUID-1 | 1519747202155 | 1519747202156 | response(c—b)
©®) UUID-1 | 1519747202159 | 1519747202160 | call(d—e)
@) UUID-1 | 1519747202188 | 1519747202190 | response(e—d)
UUID-1 | 1519747202194 | 1519747202196 | response(d—b)
© UUID-1 | 1519747202253 | 1519747202256 | call(b—e)
UUID-1 | 1519747202323 | 1519747202324 | response(e—b)
a UUID-1 | 1519747202355 | 1519747202356 | response(b—a)
@ UUID-1 | 1519747202360 - response (a— end)




Background

{How to detect trace anomalies?}




Response time

Message uuID Sending time of Receiving time of Message (m—n)
order (m—n) at m (msec) | (m—n) at n (msec)
) UuID-1 - 1519747202138 | call(start—a)
@ UUID-1 | 1519747202144 | 1519747202146 | call(a—b)
@ UUID-1 | 1519747202149 | 1519747202151 | call(b—c)
@ UUID-1 | 1519747202149 | 1519747202150 | call(b—d)
5) UUID-1 | 1519747202155 | 1519747202156 | response(c—b)
@ UUID-1 | 1519747202159 | 1519747202160 | call(d—e)
@ UUID-1 | 1519747202188 | 1519747202190 | response(e—d)
UUID-1 | 1519747202194 | 1519747202196 | response(d—b)
@ UUID-1 | 1519747202253 | 1519747202256 | call(b—e)
UUID-1 | 1519747202323 | 1519747202324 | response(e—b)
a UUID-1 | 1519747202355 | 1519747202356 | response(b—a)
@ UUID-1 | 1519747202360 - response (a—end)

Response time of microservice b:
1519747202355 - 1519747202146 = 209

11



Call path

Message | UUID Sending time of Receiving time of Message (m—n)
order (m — n) at m (msec) | (m—n) at n (msec)

@) UUID-1 - 1519747202138 | call(start—a)
@ UUID-1 | 1519747202144 | 1519747202146 | callla—b)
©) UUID-1 | 1519747202149 | 1519747202151 | call(b—c)
@ UUID-1 | 1519747202149 | 1519747202150 | call(b—d)
&) UUID-1 | 1519747202155 | 1519747202156 | response(c—b)
(@ UUID-1 | 1519747202159 | 1519747202160 | call(d—e)
@ UUID-1 | 1519747202188 | 1519747202190 | response(e—d)
® UUID-1 | 1519747202194 | 1519747202196 | response(d—b)
(©) UUID-1 | 1519747202253 | 1519747202256 | calllb—e)
40 UUID-1 | 1519747202323 | 1519747202324 | response(e—b)
@ UUID-1 | 1519747202355 | 1519747202356 | response(b—a)
@ UUID-1 | 1519747202360 - response (a—end)

-

Call path of microservice c:
(start—a, a—b, b—c)

j
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Trace anomaly

Message | UUID Sending time of Receiving time of Message (m—n)
order (m — n) at m (msec) | (m—n) at n (msec)

) UuID-1 - 1519747202138 | call(start—a)
(2/ UUID-1 | 1519747202144 | 1519747202146 | call(a—b)
(@ UUID-1 | 1519747202149 | 1519747202151 | call(b—c)
@) UUID-1 | 1519747202149 | 1519747202150 | call(b—d)
® UUID-1 | 1519747202155 | 1519747202156 | response(c—b)
(6“ UUID-1 | 1519747202159 | 1519747202160 | call(d—e)
(7) UUID-1 | 1519747202188 | 1519747202190 | response(e—d)
() UUID-1 | 1519747202194 | 1519747202196 | response(d—b)
9 UUID-1 | 1519747202253 | 1519747202256 | call(b—e)
) UUID-1 | 1519747202323 | 1519747202324 | response(e—b)
(@) UUID-1 | 1519747202355 | 1519747202356 | response(b—a)
@ UUID-1 | 1519747202360 - response (a—end)

Call path anomaly,
like call interruption

Response time anomaly,
like too long response time
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Response time & call path

For a microservice, its response
time is determined by both itself
and its call path

Microservice
s

Call path of microservice s
(s, call path)

Response time of

(s, call path) (msec)

Microservice e is invoked

twice, with different

response time

a (a, (start—a)) 222
b (b, (start—a, a—b)) 209
C (c, (start—a, a—b, b—c)) 4

d (d, (start—a, a—b, b—c, b—d)) 44
e (e, (start—a, a—b, b—c, b—d, d—e)) 28
e (e, (start—a, a—b, b—c, b—d, d—e, b—e)) 67
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Response time & call path

For a microservice, its response
time is determined by both itself

This mandates that response times and call

paths must be unified

<ed

I\—JH\JI 19 LIrrreC

a \g, (SudIrt—d, d—u, V—=C, b—U] ) G4
e (e, (start—a, a—b, b—c, b—d, d—e)) 28
e (e, (start—a, a—b, b—c, b—d, d—e, b—e)) 67




The distribution of response time

* The distribution of traces' response time
without anomalies from a small online
service in a company, This service only
contain three microservices.

* The three axes denote the three
microservices' response time, respectively.

* Although there are only three microservices
in this service, the response time varies
significantly without being anomalous.

°c°o 388383y S
Response time (msec.)

<
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Trace anomaly detection

[ Microservice a }

[ Microservice ... }

[ Microservice b } [ Microservice ¢ } :

Hundreds of microservices

o S
s 8

Complex call relationships
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Trace anomaly detection

[ Microservice a }

[ Microservice b } [ Microservice ¢ }

[ Microservice ... }
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Core idea

[ A Web Service } generate>

Hundreds of thousands
of traces per day
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Core idea
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{ A Web Service }
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Core idea

A large number of
traces for a service
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21



Core idea

A large number of
traces for a service

A
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. . \tn’o

[Unsuperwsed Learning '—» 0 %
50 .

Normal Pattern

New Trace

|

Deviate from
normal pattern?

Yesl

Anomalous Trace
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Design of TraceAnomaly

Offline Training for a service

Service Trace Vector Unsupervised
\ Construction Training

A

Periodically
Retrain

Online Detection
for a service

Unseen Call Path Anomaly Detection

New Trace L Likelihood - RootoCalfse
Whitelist . Localization
Computation
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Design of TraceAnomaly

Offline Training for a service

, Service Trace Vector | Unsupervised
\ Construction Training

A

Periodically
Retrain

Online Detection
for a service

Unseen Call Path Anomaly Detection

New Trace L Likelihood - RootoCalfse
Whitelist . Localization
Computation

25



Service trace vector construction

* Unify response time and call paths of traces in an interpretable way

* Encode the response time and call paths of a trace in a service into a STV
(Service Trace Vector)

Microservice Call path of microservice s

S (s, call path) STV

a (a, (start—a)) PR rt

b (b, (start—a, a—b)) | 1t
\ —:> C (c, (start—a, a—b, b—c)) . rt

Traces

d (d, (start—a, a—b, b—c, b—d)) - t

€ (e, (start—a, a—b, b—c, b—d, d—e)) R rt

€ (e, (start—a, a—b, b—c, b—d, d—e, b—e)) [ rt

€-----
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Service trace vector construction

* Unify response time and call paths of traces in an interpretable way

* Encode the response time and call paths of a trace in a service into a STV
(Service Trace Vector)

Microservice Call path of microservice s The dimension ID of

: {5, callpath) TV the STV corresponds

: o, aroe)) Lt to the call path of
_I ; b, rart>a, a25)) R . microservice s
4‘> C (c, (start—a, a—b, b—c)) P rt

d (d, (start—a, a—b, b—c, b—d)) “« rt

e (e, (start—a, a—b, b—c, b—d, d—e)) .- rt

e (e, (start—a, a—b, b—c, b—d, d—e, b—e)) [¢ rt

-
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Service trace vector construction

* Unify response time and call paths of traces in an interpretable way

* Encode the response time and call paths of a trace in a service into a STV
(Service Trace Vector)

Microservice Call path of microservice s The value of the
: {5, callpath) TV dimension corresponds
: e are)) N to the response time of
_I : B, tartme a20) M microservice s
41> C (c, (start—a, a—b, b—c)) PR rt
d (d, (start—a, a—b, b—c, b—d)) e t
e (e, (start—a, a—b, b—c, b—d, d—e)) <o rt
e (e, (start—a, a—b, b—c, b—d, d—e, b—e)) [¢ rt
PR

28



Design of TraceAnomaly

Offline Training for a service

Service Trace Vector Unsupervised
\ Construction Training

A

Periodically
Retrain

Online Detection
for a service

Unseen Call Path Anomaly Detection

New Trace L Likelihood - RootoCalfse
Whitelist . Localization
Computation
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Unsupervised Learning

* The architecture of Bayesian Networks
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Unsupervised Learning

* The architecture of Bayesian Networks
* Unsupervised learning through the encode-decode network

Posterior Flow

(2) (K)
- f_’}

i i Tl Sl .
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e N I
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Unsupervised Learning

* The architecture of Bayesian Networks
* Posterior Flow allows network to learn more complex patterns

Posterior Flow I

|

f(2) f(K)
4 Sy ... Lyl (K) I
|

[ PPN\ U -1
H.(0) 0 (0) t
[ Linear ][SoftPlus + ‘Ej Hidden Layers
e )
¥ N

Hidden Layers

hg(x) [ Linear ][SoftPlus + e]
J
e A

Service Trace Vectors x [ Reconstructed x
\_ J




Design of TraceAnomaly

To adapt to potential
service upgrade
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Design of TraceAnomaly
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The previously unseen call paths are
handled by a whitelist approach



Design of TraceAnomaly

Offline Training for a service

Training

A

Service Trace Vector Unsupervised
\ Construction

Q (O
00
QSO
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Online Detection
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e | e

Unseen Call Path

The smaller the likelihood, the
higher the degree of abnormality

Anomaly Detection
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Design of TraceAnomaly

Offline Training for a service

Service Trace Vector Unsupervised
\ Construction Training

A

Periodically
Retrain

Online Detection
for a service

Unseen Call Path Anomaly Detection

New Trace L Likelihood o Root.Cal{se
Whitelist . Localization
Computation

Localize the possible root cause
microservice
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Evaluation of TraceAnomaly

* Testbed evaluation
* Real service evaluation
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Evaluation of TraceAnomaly

* Testbed evaluation
* The open source TrainTicket!!! testbed

[1]. Zhou, Xiang, et al. "Fault Analysis and Debugging of Microservice Systems: Industrial Survey, Benchmark
System, and Empirical Study." IEEE Transactions on Software Engineering 14.8 (2018): 1-1.
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Testbed evaluation

TABLE II: Evaluation results of different approaches on a TrainTicket testbed which contains 41 microservices. The test set
contains 30,356 normal test traces, 2,699 response time anomaly traces and 2380 invocation path anomaly traces.

Overall Response Time Anomaly | Invocation Path Anomaly | Training (minutes) Test (seconds)
Precision | Recall | Precision Recall Precision Recall for 24-hour traces | for 4-hour traces

WEFG-based [5] 0.76 0.92 0.65 0.96 0.96 0.87 0.06 0.4
DeepLog* [8] 0.52 0.71 0.65 0.96 0.34 0.42 306 78
CPD-based [7] 0.30 0.47 N/A N/A 0.30 1.0 N/A 9
CFG-based [6] 0.70 0.49 0.70 0.94 N/A N/A N/A 0.1
AEVB [4] 0.17 0.52 0.17 0.98 N/A N/A 6120 121

OmniAnomaly [42] 0.45 0.49 0.45 0.93 N/A N/A 530 113

Multimodal LSTM [3] 0.60 0.96 N/A 0.94 N/A 0.97 9.5 109
TraceAnomaly 0.98 0.97 N/A 0.94 N/A 0.99 94 19
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Testbed evaluation

TABLE II: Evaluation results of different approaches on a TrainTicket testbed which contains 41 microservices. The test set
contains 30,356 normal test traces, 2,699 response time anomaly traces and 2380 invocation path anomaly traces.

Overall Response Time Anomaly | Invocation Path Anomaly | Training (minutes) Test (seconds)
Precision | Recall | Precision Recall Precision Recall for 24-hour traces | for 4-hour traces

WEG-based [5] 0.76 0.92 0.65 0.96 0.96 0.87 0.06 0.4
DeepLog* [8] 0.52 0.71 0.65 0.96 0.34 0.42 306 78
CPD-based [7] 0.30 0.47 N/A N/A 0.30 1.0 N/A 9
CFG-based [6] 0.70 0.49 0.70 0.94 N/A N/A N/A 0.1
AEVB [4] 0.17 0.52 0.17 0.98 N/A N/A 6120 121

OmniAnomaly [42] 0.45 0.49 0.45 0.93 N/A N/A 530 113

Multimodal LSTM (3] 0.60 0.96 N/A 0.94 N/A 0.97 9.5 109
TraceAnomaly 0.98 0.97 N/A 0.94 N/A 0.99 94 19

Outperforming other baseline
approaches
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Evaluation of TraceAnomaly

* Real service evaluation
* Four large evaluation services from WeBank company

TABLE I: Details of the four large evaluation services from company S.

No. of Evaluation Average No. No. of STV No. of No. of Description
Microservices duration of traces/day | Dimensions | call graph | manually confirmed (all for
structures anomalous traces mobile users)
Service-1 344 5 days (Sun. - Thu.) 801,021 690 368 108 transaction query.
Service-2 61 4 days (Sun. - Wed.) 600,806 173 61 68 account opening.
Service-3 233 4 days (Wed. - Sat.) 502,408 508 302 81 repayment.
Service-4 113 4 days (Wed. - Sat.) 500,921 412 186 66 account balance query.
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Real service evaluation

TABLE III: Online evaluation results of different approaches on four large online services which contain hundreds of
microservices, whose statistics are shown in Table I.

Service-1 Service-2 Service-3 Service-4 Overall
(Union of 4 services)

Precision | Recall | Precision | Recall | Precision | Recall | Precision | Recall | Precision Recall

Hard-coded Rule 0.910 0.800 0.920 0.792 0911 0.812 0.930 0.800 0.910 0.804
WFG-based [5] 0.020 0.500 0.012 0.323 0.050 0.410 0.032 0.300 0.031 0.386
DeepLog* [8] 0.270 0.680 0.241 0.560 0.320 0.643 0.302 0.601 0.290 0.628
CPD-based [7] 0.52 0.063 0.43 0.090 0.57 0.110 0.64 0.072 0.531 0.081
CFG-based [6] 0.170 0.610 0.250 0.570 0.102 0.503 0.180 0.630 0.164 0.562
TraceAnomaly 0.980 1.000 0.982 1.000 0.981 1.000 0.973 1.000 0.981 1.000
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Real service evaluation

TABLE III: Online evaluation results of different approaches on four large online services which contain hundreds of
microservices, whose statistics are shown in Table 1.

Service-1 Service-2 Service-3 Service-4 Overall
(Union of 4 services)

Precision | Recall | Precision | Recall | Precision | Recall | Precision | Recall | Precision Recall

Hard-coded Rule 0.910 0.800 0.920 0.792 0911 0.812 0.930 0.800 0.910 0.804
WFG-based [5] 0.020 0.500 0.012 0.323 0.050 0.410 0.032 0.300 0.031 0.386
DeepLog* [8] 0.270 0.680 0.241 0.560 0.320 0.643 0.302 0.601 0.290 0.628
CPD-based [7] 0.52 0.063 0.43 0.090 0.57 0.110 0.64 0.072 0.531 0.081
CFG-based [6] 0.170 0.610 0.250 0.570 0.102 0.503 0.180 0.630 0.164 0.562
TraceAnomaly 0.980 1.000 0.982 1.000 0.981 1.000 0.973 1.000 0.981 1.000

Outperforming other baseline
approaches
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Real service evaluation

TABLE III: Online evaluation results of different approaches on four large online services which contain hundreds of
microservices, whose statistics are shown in Table 1.

Service-1 Service-2 Service-3 Service-4 Overall
(Union of 4 services)
Precision | Recall | Precision | Recall | Precision | Recall | Precision | Recall | Precision Recall
Hard-coded Rule 0.910 0.800 0.920 0.792 0911 0.812 0.930 0.800 0.910 0.804
WFG-based [5] 0.020 0.500 0.012 0.323 0.050 0.410 0.032 0.300 0.031 0.386
DeepLog* [8] 0.270 0.680 0.241 0.560 0.320 0.643 0.302 0.601 0.290 0.628
CPD-based [7] 0.52 0.063 0.43 0.090 0.57 0.110 0.64 0.072 0.531 0.081
CFG-based [6] 0.170 0.610 0.250 0.570 0.102 0.503 0.180 0.630 0.164 0.562
TraceAnomaly 0.980 1.000 0.982 1.000 0.981 1.000 0.973 1.000 0.981 1.000

The precision is accurate, the recall might be
biased towards 1 for our label approach
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Real service evaluation

Label Approach

* Itisinfeasible to manually label hundreds of thousands of
traces per day

* The union of all detected anomalous traces by all these
baselines during the evaluation period was considered as the
candidate anomaly trace set, and manually validated by two
experienced operators separately.

 Allthe anomalous traces confirmed by both operators are
labeled as anomalous, and labeled as normal otherwise.



Algorithm analysis

0 20 40 60 80 100 120 140 0 20 40 60 80 100 120 140 O 28 56 84 112 140 0 28 56 84 112 140 0 28 56 84 112 140

The distribution of The learned The learned The learned The learned
traces' response distribution of distribution of distribution of distribution of
time TraceAnomaly VAE KDE GMM

47



Evaluation of TraceAnomaly

* Testbed evaluation
* Real service evaluation

More details of the evaluation can be found in
the paper
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Conclusion

1.

We propose STV to encode both the response time information and
the call path information of traces

We propose an unsupervised deep learning algorithm for anomaly
detection

Detailed evaluations on four large online services and a TrainTicket
testbed show good performance

We propose a root cause localizing algorithm based on our
designed STV

We have open-sourced the prototype of TraceAnoamly:
https://github.com/NetManAlOps/TraceAnomaly



Open-sourced TraceAnomaly

H NetManAIlOps / TraceAnomaly ® Watch 15 Y7 star 172 % Fork 28

<> Code (1) Issues 2 i1 Pull requests (*) Actions [1] Projects () Security |~ Insights

¥ master ~ ¥ 1branch 0 tags Go to file We have received
9 traceanomaly Delete result.png 4dd2b37 on 28 Sep YO 45 commits 172 Sta rS

traceanomaly Delete result.png 2 months ago
train_ticket Add files via upload 2 months ago 0J Readme
[ README.md Update README.md 2 months ago
Y _init_.py init 6 months ago Releases
% run.sh Update run.sh 2 months ago No releases published
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Thank you!
Q&A

liupingl5@mails.tsinghua.edu.cn
https://github.com/NetManAlOps/TraceAnomaly
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