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In modern datacenter networks (DCNs), failures of network devices are the norm rather than the exception,
and many research efforts have focused on dealing with failures after they happen. In this paper, we take
a different approach by predicting failures, thus the operators can intervene and “fix" the potential failures
before they happen. Specifically, in our proposed system, named PreFix, we aim to determine during runtime
whether a switch failure will happen in the near future. The prediction is based on the measurements of the
current switch system status and historical switch hardware failure cases that have been carefully labelled by
network operators. Our key observation is that failures of the same switch model share some common syslog
patterns before failures occur, and we can apply machine learning methods to extract the common patterns
for predicting switch failures. Our novel set of features (message template sequence, frequency, seasonality
and surge) for machine learning can efficiently deal with the challenges of noises, sample imbalance, and
computation overhead. We evaluated PreFix on a data set collected from 9397 switches (3 different switch
models) deployed in more than 20 datacenters owned by a top global search engine in a 2-year period. PreFix
achieved an average of 61.81% recall and 1.84 × 10−5 false positive ratio, outperforming the other failure
prediction methods for computers and ISP devices.
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1 INTRODUCTION
Amodern datacenter employs a large number of servers and network devices [52]. For example, tens
of thousands of switches are deployed in Microsoft’s datacenter networks to connect hundreds of
thousands tomillions of servers [22]. Switches, including top-of-rack (ToR) switches and aggregation
switches, receive and aggregate traffic from servers and forward it to higher level routers, and
hence play a fundamental role in the network. Despite switches’ importance, switch failures are
the norm rather than the exception in a modern data center [19, 22, 52]. Among all network device
failures, switch failures are the dominant type in terms of both downtime (∼ 74%) and the number
of occurrences (∼ 23%) [19]. Switch failures, if not dealt with promptly and gracefully (i.e., with
no or little service interruption during the replacement of a failed switch), can lead to service
performance degradation or even outages [1–3].

Existing datacenter fault-tolerance solutions (to switch failures), such as [9, 34, 35, 57], focus on
changing the protocols and network topologies such that the datacenter network can automatically
failover. However, not all the switch failures can be dealt with using these approaches. For example,
the ToR switches, which dominate other types of switches in number, typically do not have hot
backups (see later in Figure 1). Hence when ToR switches fail, operators need to quickly diagnose
and locate the failed switches and mitigate the effects of the failures. Indeed, several approaches
were proposed to do so [23, 60, 61, 65, 66]. However, these approaches either face deployment
challenges or take a nontrivial amount of time to locate and fix the failed switches while the
application performance is being degraded. What makes the matter worse is that a switch that
is about to fail can drop packets [22] silently (i.e., without logging or reporting packet drops).
Such silent failures are hard to diagnose but their negative impact on system performance is very
noticeable to end users. As a result, today’s datacenters are still suffering from the performance
issues caused by switch failures.

1.1 Predicting Switches Using PreFix
In this work, we take a different approach: instead of dealing with failures after they happen as done
in the previous works, we proactively predict switch failures so that the operators can intervene
and “fix" the looming failures before they happen. For example, if a ToR switch failure is predicted
to happen, operators can employ standard load balancing mechanisms to shift the network traffic
from the servers in the corresponding rack to those servers (that provide the same services) in
other racks, and then replace the failure-looming switch. Using such an approach, performance
degradations are avoided, or “fixed" beforehand, which is why we name our proposed system
“PreFix".

Our approach is based on machine learning: we aim to learn a failure prediction model from
various monitoring logs. This approach is motivated by the following factors. First, there are
typically a massive number of switch syslog messages in datacenters, which record events such
as state changes of interfaces, configuration changes, powering down of devices, plugging in/out
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of a line card, and operational maintenance. Second, past switch failure instances, likely due to
the (considerable) damages they had caused, were often carefully recorded (labelled) by network
operators. Third, our preliminary investigations suggest that failures of the switches of a certain
type often exhibit some common pathological behavior patterns (omens) before they occurred (see
an example later in Table 2). Fourth, the approach of mining system logs has been successfully
applied to various “sister problems” such as predicting failures of ISP networks [25, 48, 49], of
computers [15–17, 33, 47, 71], of virtual machines [58], and of online ad services [51].

In PreFix, we aim to determine during runtime (i.e., online) whether a switch failure in datacenter
networks will happen in the near future. To do so, we first train a machine learning model offline
using the syslog messages associated with historical switch failure instances. We then apply the
failure patterns (omens) learned through this offline process to the feature values extracted from
the runtime syslogs for predicting future failures. Since hardware failures account for the vast
majority of all switch failures in terms of downtime and the number of occurrences [19], we focus
on hardware failures (referred to as failures hereafter) in this work. To the best of our knowledge,
this is the first work on predicting switch failures in datacenters.

1.2 The Challenges of This Prediction Problem
PreFix faces several interesting challenges. We note that although most of these challenges are
common in log-based failure predictions [15–17, 25, 33, 47–49, 51, 58, 71], they become even harder
to overcome in switch failure prediction to the extent that existing failure prediction algorithms do
not perform well. In the following we list two most significant challenges.

(1)Noisy signals in syslog data.Operational switches generate many different types of syslogs.
Events recorded by syslogs can be operators’ normal log in/out, a PING session to another network
device or a server, interface up/down, configuration synchronization to a standby switch, DDoS
attack alerts, line cards plugging in/out, etc. While these logs are rich in information, the signals
are very noisy in the following sense. Syslogs rarely contain explicit failure omens (referred to
as omens hereafter); rather, omens are scattered across many syslog messages of diverse types.
Those approaches [15, 18] that rely on omen messages being consecutive in the message sequence
cannot deal with such noises effectively. Rather, it is necessary to extract “clean” omen patterns
from which most of noises (irrelevant syslog messages) are filtered out.
(2) Sample imbalance. Although the frequency of switch failures across a datacenter can be

high, the failure frequency per switch is very low, especially for a single TOR switch [19]. Therefore,
syslog messages in the vast majority of the monitoring intervals contain no omens. More specifically,
in our dataset, the monitoring intervals that do not contain omens outnumber those that do by
72500 : 1 (see later in Table 7). That is, the omen samples and non-omen samples are severely
imbalanced, which poses a significant challenge to the usual objective of simultaneously achieving
high precision (low false positive ratio) and high recall (low false negative ratio) for machine
learning based failure prediction.
The offline learning procedure of PreFix works as follows. For each model of switches, PreFix

first extracts message templates from historical syslog messages and convert this failure prediction
problem into a template sequence classification problem. Then using four template features that
were carefully selected based on domain knowledge, PreFix applies Random Forest (RF) to the
template sequences converted from the syslog messages associated with the historical switch failure
tickets to obtain the model. The online prediction procedure of PreFix works similarly: PreFix
converts the real-time syslogs generated by a switch to syslog templates, extracts the values therein
of these four template features, and uses the trained model to determine whether the switch is
failure-looming or not.

The two aforementioned challenges are tackled by PreFix as follows.
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(1) To learn the sequential feature, one of the four aforementioned template features, from syslogs,
we proposed a novel, simple, yet effective two fold longest common subsequence (LCS2) method. The
method not only efficiently measures the similarity between a given syslog sequence and omen
syslog sequences, but also effectively filters out noises in the omen syslog sequences.

(2) Different from previous approaches which rely solely on the sequence feature [15, 18, 48], we
propose to extract three additional features from syslogs, namely, frequency, seasonality (quasi-
periodic happening of a certain event) and surge (a sudden burst). These four features complement
each other very well, resulting in relatively high precision and recall at the same time, as will be
shown in Section 4.2. For example, while the combination of sequence and surge features allows
PreFix to effectively catch (predict) most of the true failures, the false alarms can also be high.
The combination of frequency and seasonality features, on the other hand, can be used to filter
out frequent and/or quasi-periodic syslog messages (which are usually noises) respectively, and
hence are very effective at suppressing false alarms. This filtering also effectively mitigates the
aforementioned sample imbalance problem by removing most of the irrelevant samples that could
otherwise be mistakenly considered omen samples. We will further elaborate the complementary
nature of these four features in Section 4.3.
We have conducted extensive evaluation experiments using data collected from 9,397 switches

(that belong to 3 different switch models) deployed in more than 20 datacenters owned by a top-tier
global search engine over a 2-year period. Our results demonstrate the superior performance of
PreFix, as measured by the combination of precision and recall, compared to that of spectrum
kernel support vector machine (SKSVM) [15, 18] and hidden semi-Markov model (HSMM) [48],
two machine-learning models that were used for predicting failures of computers and ISP devices,
respectively. In particular, PreFix can achieve very low false alarm rates (i.e., high recall rates)
while maintaining relatively high precision rates, making it well suited for practical use in a large
datacenter. For example, for a single switch, the mean time between two consecutive false alarms
is 8, 494 days , and for a large data center with 10,000 switches, on average 1.2 false alarms are
generated per day. This false alarm rate is quite acceptable to operators according to our in-person
surveys.

The rest of the paper is organized as follows. We provide an introduction to datacenter network
architecture, switch failures, and switch syslogs in Section 2, and describe the design of PreFix in
Section 3. The evaluation of PreFix is presented in Section 4, followed by related works in Section 5.
Finally, we conclude our paper in Section 6.

2 BACKGROUND
In this section, we first introduce the architecture of datacenter networks, and highlight the
important role switches play in datacenter networks (Section 2.1). We then describe switch failures
and how they are labeled (Section 2.2). Finally, we describe switch syslogs (Section 2.3), which we
use for predicting switch failures.

2.1 Datacenter Network Architecture
Today’s datacenter networks are built with commodity Ethernet switches and routers [6, 21, 22].
Figure 1 shows a typical datacenter network architecture [19, 22, 43]. It is comprised of several
layers. In the bottom layer, servers are mounted on racks and connected to a ToR switch via
Ethernet NICs. Tens of ToRs in turn are connected to a primary aggregation switch and a backup
one for redundancy purposes (L2). The two aggregation switches are then connected to access
routers (L3), which further aggregate the traffic and are connected to core routers. A datacenter
network is connected to other datacenter networks and the Internet via core routers. Several types
of middleboxes, such as load balancers, VPNs, firewalls, and intrusion detection and prevention
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Fig. 1. Typical datacenter network architecture

systems (IDPSes), are usually deployed across the datacenter networks to improve performance
and enhance security.
Switches, including ToRs and aggregation switches, outnumber all other network devices in a

datacenter by a wide margin. With a rapid increase in traffic volumes in datacenter networks [52],
the number of switches in a data center has also grown rapidly over the years. For example, Guo et
al. reported that there were tens of thousands of switches in Microsoft’s datacenters [22]. Similarly,
the datacenter we studied also deploys tens of thousands of switches supplied by several different
vendors.

2.2 Hardware Failure of Switches
When studying switch failures, it is important to first determine what types of logged events
should be labeled as “failures”. Here, we use the definition of switch failure in [19, 47]: a switch
failure occurs when the service provided by a switch (namely traffic forwarding) deviates from
the correct service behavior. Note this deviation should be observable (e.g., by a human, a server, a
router, or another switch) for the event to be considered a failure. Switch failures can be roughly
classified into several different types, including (1) external problems such as power supply down;
(2) configuration problems such as VPN tunneling errors; (3) hardware failures such as the crash,
induced by hardware errors, of a line card or the entire switch; and (4) software crash due to bugs.
In general, external problems and configuration problems are exogenously generated by operators
or other devices and hence cannot be predicted using the measurement data of switches. In addition,
switches can usually automatically recover from software crashes (typically via a reboot) [19] so
predicting software crashes on switches is unnecessary in our context. Therefore, in this work we
focus on hardware failures, which dominate all types of the switch failures in terms of the number
of occurrences (∼ 33% of all failures) and the total downtime (∼ 72% of that of all failures) [19].
In our work, the switch (hardware) failures are labeled based on the following three types of

observed raw data.
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Table 1. Examples of switch syslog messages

Vendor Time stamp Switch ID Message type Detailed message

V1 Jan 23
14:24:41 2016 Switch 1 SIF Interface te-1/1/8, changed state to up

V1 Mar 19
15:04:11 2016 Switch 4 OSPF A single neighbour should be configured

V1 Apr 16
08:07:19 2016 Switch 4 lacp Attempt to send lacpdu on port(38)

from lag failed,Transport failed

V2 Apr 21
14:53:05 2016 Switch 11 10DEVM/2/POWER_FAILED Power PowerSupply1 failed

V2 Sep 23
00:10:39 2015 Switch 13 10IFNET/3/LINK_UPDOWN GigabitEthernet1/0/18 link status is DOWN

V2 Nov 8
07:29:06 2015 Switch 17 10CFM/5/CFM_SAVE

CONFIG_SUCCESSFULLY Configuration is saved successfully

(1) Failure tickets. When a service anomaly event is detected (e.g., the average response time of
the search engine deteriorates significantly for more than a minute or two) and a switch failure is
suspected as the root cause (e.g., the total amount of traffic to all servers connected to a switch
sees a significant drop during the same time period), a failure ticket [64] is generated (by the data
center performance monitoring system) and sent to the network operators. The network operators
will then look into this ticket and determine whether the service deterioration was indeed caused
by the suspected switch failure, and record this event in a failure ticket.
(2) Proactive switch failure detection via SNMP polling. In the tier-1 search engine we are
working with, the real-time status of a switch, such as its CPU and memory utilizations and the
traffic rate at each interface, is constantly monitored by the network operators via SNMP polling. If
a problem in packet forwarding occurs at one or more interfaces, network operators will research
the root cause of the failure and record this event accordingly.
(3) Proactive switch failure detection via syslogs. The operational instructions that vendors
provide for their switch products usually include a list of syslog keywords that may indicate a
switch failure. Regular expression queries are executed regularly to match the syslog messages
against these failure-indicating keywords, and network operators are alerted if there is a hit. When
alerted, network operators will verify whether the corresponding event is indeed a switch failure,
and if so, identify the root cause of the failure. However, such regular expression matching can
only detect a small portion of switch failures (i.e., high false negative rates) in practice, and can
also have false positives [19].
Since every switch failure event (of one of the above three types) was manually verified by the

network operators, this failure data set can serve as the ground truth for our evaluations.

2.3 Switch Syslogs
Switch syslogs record hardware and software conditions observed by switches. They can be
state changes of interfaces, links, or neighbors (e.g., the state of an interface changes to “down”);
operational maintenance (e.g., operators log “in/out”); environmental condition alerts (e.g., high
temperature); etc. Although syslog messages are designed mainly for debugging and tracking
software and hardware problems, they can also be used in root cause analysis for network incidents.
Hence network operators usually deploy dedicated servers for collecting syslogs from all switches
across datacenter networks.

Table 1 shows several examples of switch syslog messages. As the table shows, a syslog message
usually has a primitive structure containing several fields, including a timestamp field recording
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Table 2. An example of syslog sequence before a switch failure

Message ID Time stamp Message type Detailed Message
D1 15:41:27 SIF Interface ae0, changed state to down
D2 15:44:30 SIF Interface ae3, changed state to down
D3 15:45:51 SIF Vlan-interface vlan22, changed state to down
D4 15:46:59 SIF Interface ae3, changed state to up
D5 15:47:21 SIF Vlan-interface vlan22, changed state to up

D6 15:48:30 OSPF Neighbour(rid:10.231.0.42, addr:10.231.38.85)
on vlan22, changed state from Full to Down

D7 15:49:35 SIF Interface ae2, changed state to down
D8 15:49:45 SIF Vlan-interface vlan18, changed state to down
D9 15:50:42 SIF Interface ae2, changed state to up
D10 15:50:59 SIF Vlan-interface vlan18, changed state to up
D11 15:51:22 OSPF A single neighbour should be configured
D12 15:51:52 OSPF A single neighbour should be configured
D13 15:52:46 SIF Interface ae1, changed state to down
D14 15:53:24 SIF Vlan-interface vlan20, changed state to down

D15 15:54:31 OSPF Neighbour(rid:10.231.0.40, addr:10.231.36.85)
on vlan20, changed state from Full to Down

D16 15:55:12 SIF Interface ae1, changed state to up
D17 15:56:47 SIF Vlan-interface vlan20, changed state to up
D18 15:59:01 OSPF A single neighbour should be configured

when the syslog message was generated, a switch ID field identifying the switch that generated the
message, a message type field providing the rough characteristics of the message, and a detailed
message field describing the details of the event. In general, switch failures of the same switch
model share many common omen patterns, but switch failures of different switch models share few
common omen patterns. That is because the syntax and semantics of the message type field and the
detailed message field often vary significantly from one switch vendor/model to another. As with
other failure prediction work [8], the failure prediction model for each switch model needs to be
individually retrained using the failure data of the switch model. Therefore, for each switch model,
we predict failures of switches of this model based on historical failures and syslogs of this model.

3 DESIGN OF PREFIX
The objective of PreFix is, for every switch in a datacenter, to predict during runtime whether
there will be a hardware failure in the near future. The key insight behind the design of PreFix is
that failures of the switches of a certain model share some common syslog patterns that can be
extracted for predicting such failures. In this section, we first model the problem of syslog-based
switch failure prediction in Section 3.1, and then provide an overview of PreFix’s architecture
in Section 3.2. They are followed by the details of the components of PreFix, including template
learning and matching (Section 3.3), feature extraction (Section 3.4), and training and prediction
(Section 3.5).

3.1 Model of Syslog-based Switch Failure Prediction
In the following, we first formulate the problem of switch failure prediction in Section 3.1.1. Then we
describe the intuition behind, and the model used for, the syslog-based failure prediction problem
in Section 3.1.2.

Proc. ACM Meas. Anal. Comput. Syst., Vol. 2, No. 1, Article 2. Publication date: March 2018.



2:8 S. Zheng et al.

h

∆𝜏𝑎  

e

∆𝜏𝑚  

∆𝜏𝑚  

Omen Message 

Sequence

Non-omen Message 

Sequence

Failurey

s

x

Fig. 2. The model of switch failure prediction. For a given switch failure that occurred at τh , our objective is
to predict the failure during [τs ,τe ]. τe is ∆τa before τh because network operators need no more than ∆τa
time to react to a positive failure prediction. In the offline learning procedure, given the failure at τh , for any
τx in [τs ,τe ], the syslog message sequence in [τx − ∆τm ,τx ] is labeled as an omen message sequence, while
the syslog message sequence in [τy −∆τm ,τy ] is labeled as a non-omen message sequence when τy < [τs ,τh ].

3.1.1 Problem Formulation of Switch Failure Prediction. We first discretize time into (relatively)
short equal-length time bins with a length ξ (say ξ = 15min), and refer to each time bin by its
starting time. Figure 2 shows the objective of switch failure prediction. Suppose that a failure occurs
at τh . Our objective is to make the positive failure prediction at any time bin τx within [τs ,τe ] (say
τe − τs = 24 h), where τe is ∆τa (say ∆τa = 30min) ahead of τh , as network operators need no more
than ∆τa time to react to a positive failure prediction (e.g., by shifting the traffic and replacing
the failure-looming switch). We emphasize that a positive failure prediction implies the following
situational assessment: a switch failure is imminent and the switch needs to be replaced right away.
Hence if this “imminent failure” prediction is made too early, say at a time τx that is much earlier
than τs , the prediction will be considered incorrect (i.e., a false alarm). We emphasize that this
“imminent failure” prediction is very different from being able to estimate the exact time of failure
τh very early on, which we believe is impossible.

3.1.2 Syslog-Based Switch Failure Prediction. After investigating dozens of switch failure cases,
we observe that the syslogs before switch failures often have similar patterns. For example, Table
2 shows a series of syslog messages half an hour before a switch failure. From the table we can
see that the interfaces or the vlan-interfaces of the switch became unstable and they switched on
and off frequently in a short period (i.e., a sudden burst of on-off oscillations). We observe that
similar sudden bursts occurred before 30+ other switch failures. Furthermore, the syslog sequences
before these failures are all quite similar to the one shown in Table 2. Hence, intuitively if we can
learn this similarity, we can predict switch failures before they occur and reduce the loss caused by
switch failures.
As shown in Figure 2 and explained earlier, the failure prediction at any time (bin) τx is made

based on the assessment of the syslog messages within [τx −∆τm ,τx ] (say ∆τm = 2 h). Hereafter, we
refer to the syslog message sequence within [τx −∆τm ,τx ] as τx ’s corresponding message sequence.
Note that, if the message sequence contains too few messages (say containing less than θ messages),
it is virtually impossible to extract either the omen pattern or the non-omen pattern from it; In
PreFix, we set this threshold θ based on the domain knowledge of operators. Note that all message
sequences discussed hereafter each has at least θ messages in it.

In the offline learning procedure, a message sequence is considered an omen message sequence
(i.e., an omen to a switch failure) if the prediction time τx is within the desired prediction time
window [τs ,τe ], and a non-omen message sequence otherwise. We label this time bin τx an omen
or non-omen time bin accordingly. Note that an omen time bin thus defined always occurs before,
and not during, a failure. We use the labels, and time bin’s corresponding message sequences
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(a) Offline learning procedure: τ4,τ5 and τ6 during [τs ,τe ] are labeled as omen time bins, and τ1,τ2 and τ3
beyond [τs ,τe ] are labeled as non-omen time bins.

24:300:00 00:30
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Failure loomingOmen time bin

Not failure loomingNon-omen time bin
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(b) Online prediction procedure: at present time bin (0 : 00), if we predict that there will occur a switch failure
during [00 : 30, 24 : 30], we will classify the present time bin as an omen one; otherwise, we will classify the
present time bin as a non-omen one.

Fig. 3. A toy example of the switch failure prediction problem, in the offline learning procedure and in the
online prediction procedure.

to train PreFix. For example, as shown in Figure 3 (a), suppose that τs = 0 : 00, τe = 24 : 00,
τh = 24 : 30. Then τ4,τ5 and τ6 (inside [τs ,τe ]) are omen time bins, and τ1,τ2 and τ3 (outside [τs ,τe ])
are non-omen time bins.
In the online prediction procedure, the failure prediction problem is converted into a time bin

classification problem: to classify a time bin as either an omen time bin or a non-omen time bin
based on its corresponding message sequence. Figure 3 (b) shows a toy example of the switch failure
prediction problem in the online prediction procedure. Suppose that ∆τa = 30min,τe −τs = 24 h. At
present time bin (0 : 00), if we predict that there will occur a switch failure during [00 : 30, 24 : 30]
based on the present time bin’s corresponding message sequence, we classify the present time bin
as an omen time bin; otherwise, we classify it as a non-omen time bin.

3.2 PreFix Framework
Figure 4 shows the architectural framework of PreFix. PreFix is composed of an offline learning
component and an online prediction component. The offline learning component automatically
learns the syntax/semantics of syslog messages, extracts omen patterns, and trains the model
using historical switch data. The online prediction component predicts whether the current syslog
sequence (i.e., that in the immediate past) indicates an omen (for a switch failure) according to the
trained model.

In the offline learning component, the first step is to learnmessage templates fromhistorical syslog
messages automatically. This step is accomplished in PreFix using an accurate and incrementally
retrainable approach developed earlier in [70]. Armed with the message templates thus learned,
we then match each historical syslog message to a specific message template. This way, a syslog
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Fig. 4. The framework of PreFix

message sequence is converted to a template sequence. From this template sequence we then extract
the values of the aforementioned four features (namely sequence, surge, seasonality, and frequency)
that to the best of our knowledge can best tell apart omen message sequences and non-omen ones.
Finally, we train PreFix to learn omen patterns using the template sequences of historical switch
failures. This training is performed regularly (e.g., daily) to keep the model up to date.

In the online prediction component, PreFix first matches real-time syslog messages to message
templates, then extracts the values of the aforementioned four features from the template sequence,
and predicts whether the realtime syslog messages are indicative of a failure based on the omen
patterns learned in the offline learning component.

3.3 Template Learning and Matching
As mentioned in Section 2.3, switch syslog messages have various formats and the detailed mes-
sages are unstructured. Although there is a message type field (see Table 1) that describes the
schematic characteristics in each syslog message, each message type can include quite different
syslog messages. For example, although there are 13 syslog messages in Table 2 that belong to the
message type “SIF” (system interconnect fabric) and describe the switch status changes collected
using SIF technology, the detailed messages are quite different.

When we mask the variables of the detailed message field, i.e., interface number or vlan-interface
number, using the same symbol, e.g., an asterisk as shown in Table 3, there are only four different
syslog message structures, or subtypes. However, manually obtaining all subtypes without domain
knowledge is almost infeasible because not every part that should be masked in the detailed message
is obviously characterized such as the interface number [44]. In addition, although part of the
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Table 3. Syslog message subtypes of SIF

Subtype No. Subtype (template) structure Corresponding Message ID in Table 2
N 1 Interface *, changed state to down D1, D2, D7, D13
N 2 Interface *, changed state to up D4, D9, D16
N 3 Vlan-interface *, changed state to down D3, D8, D14
N 4 Vlan-interface *, changed state to up D5, D10, D17
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Template 
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Template 
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Templates

Template 

Matching
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Template 

Sequences
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Sequences

Fig. 5. PreFix learns message templates from historical syslog messages, after which historical syslog messages
and realtime ones are matched to historical template sequences and realtime ones, respectively

syslog subtypes can be obtained from vendor support, these subtypes may change owing to software
upgrade. Therefore, our objective here is to automatically obtain message templates in which the
need-masked parts are removed and the message subtypes are retained without relying on any
domain knowledge.
Syslog parsing techniques for network devices including routers and switches have been well

studied, and extracting message templates from syslog messages is a common practice [27, 28, 44,
70]. For this purpose, PreFix adopts FT-tree, an accurate and incrementally retrainable template
extraction method proposed by Zhang et al. [44]. We omit the details of FT-tree here, which can
be found in [44], since they are not necessary for understanding PreFix. Through this template
extraction (using FT-tree), we can match a historical syslog message or realtime one to a specific
message template. Given a syslog message sequence (s1, s2, ..., sn), for each syslog message si , we
denote t(si ) as the message template that si matches to and call (t(s1), t(s2), ..., t(sn )) the template
sequence of (s1, s2, ..., sn). As mentioned in Section 3.1, the failure prediction problem is to classify
a time bin into either an omen time bin or a non-omen time bin based on its corresponding message
(template) sequence.

3.4 Feature Extraction
After converting syslog messages to templates, we then try to capture the features of each tem-
plate sequence that can best tell apart omen message sequences and non-omen ones. The most
straightforward method of constructing the feature vector is the bag-of-words algorithm used in
natural language processing and information retrieval [53]. Similar to the keyword based method,
in this algorithm the occurrence or the frequency of each word in a message template constitutes
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a feature vector. However, some keywords that may sound “suspicious”, such as “loss”, “down”,
and “failed”, are not always indicative of a failure. For instance, if a switch tries to PING another
network device, the loss ratio will be recorded in the syslog message for this PING session. Since
this type of syslog messages and hence their corresponding message templates occur frequently
under normal operations, they are not indicative of failures. Therefore in PreFix, we focus not on
words in a single message template, but on the patterns of template sequences.

After a careful examination of syslog messages leading up to all switch failures, we identify the
following four features that we believe can best tell apart omen message sequences and non-omen
ones.

• Sequence. Sequence is apparently an essential feature, as we found that syslog messages
leading up to switch failures often follow similar sequential patterns. For example, in our
dataset, we found syslog messages with similar sequential patterns as the one shown in
Table 2 preceded more than 30 other switch failures.

• Frequency. Frequency is an essential feature in most of machine learning applications,
including this one: some types of syslog messages, such as a switch pinging other network
devices, occur frequently under normal operations and hence are generally “innocuous” (not
indicative of looming switch failures).

• Surge. Surge is an essential feature in this application because the occasional occurrences of
syslog messages of a certain type are usually not indicative of switch failures, but a sudden
burst of such messages usually are. For example, an occasional interface flap (up/down) may
“heal by itself” because of switch’s failover mechanism, but a sudden burst of them likely
indicates an imminent failure of this switch.

• Seasonality. It appears necessary to include seasonality as a feature for the following reason.
Usually, syslog messages (of a certain type) that occur periodically or quasi-periodically are
“innocuous”. An example of such quasi-periodic syslog messages is those corresponding to
operators logging into switches for routine inspections.

As explained above, intuitively each of these four features appears necessary for the prediction
problem. The necessity of each feature is further confirmed by the node impurity tests that we
will describe in Section 4.4. Empirically the combination of these four features appear sufficient to
capture the failure omen patterns for all the switch failures (415 of them in total) in our data set, as
we will elaborate in Section 4.3.

This said, there is really no way for us to tell whether we have missed any informational (but
very subtle) feature that may improve the (failure) prediction accuracy significantly. However, since
the raw dataset we use is now publicly available [5], no knowledge or insights will be permanently
lost. In the future other researchers can experiment with any new feature(s) on this dataset and
hopefully discover some useful ones.

In the following, we first describe how to extract the aforementioned four features, namely fre-
quency (Section 3.4.1), seasonality (Section 3.4.2), sequence(Section 3.4.3), and surge (Section 3.4.4),
from each template sequence. Then we explain in Sections 3.4.5 and 3.4.6 how these four features
are aggregated and justified, respectively .

3.4.1 Frequency Extraction. Some subtypes of syslog messages, and the corresponding message
templates, occur frequently throughout the deployment of a switch. Examples of such syslog
messages include those recording the packet loss rate of PING sessions, and those denoting that the
switch successfully sends control packets to another device. Such messages are usually considered
normal, even if they occur frequently before failures.
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For each time bin, a vector is used to record such frequency information: each scalar in the vector
corresponds to a distinct template and records the number of occurrences (i.e., the frequency) of
this template. For example, suppose that at a time bin τk , sk = (sk1 , s

k
2 , ..., s

k
n ) are τk ’s corresponding

message sequence (see Section 3.1.2 for the definition), and ski is mapped to template t(ski ). Then
tk = (t(sk1 )

, t(sk2 )
, ..., t(skn )) is the template sequence during time interval [τk − ∆τm ,τk ]. For each

message template tj , j ∈ {1, 2, ...,N }, where N is the number of different templates (N ≈ 240 in our
syslog data set), we denote Ck

∆(tj ) as its number of occurrences during [τk − ∆τm ,τk ]. This way, for
each template tj , we obtain its frequency vector C∆(tj ) = (C1

∆(tj ),C
2
∆(tj ), ...,C

M
∆ (tj )) of time bins

(τ1,τ2, ...,τM ).

3.4.2 Seasonality Extraction. As mentioned earlier, some subtypes of syslog messages occur
quasi-periodically. That is, the same subtype (template) of syslog messages occur at a similar time
every hour/day/week/year. Let Hj be the time interval during which syslog messages of template
(subtype) tj were observed. For example, suppose the syslog messages of subtype tj′ are produced
only by a certain version of switch firmware that was in use for six months; then Hj′ is precisely
this six-month period. Then for tj we obtain a time series Cξ (tj ) = (C1

ξ (tj ),C
2
ξ (tj ), ...,C

h
ξ (tj )), where

Ck
ξ (tj ) is the number of occurrences of tj in the corresponding message sequence of the kth time

bin, and h is the number of time bins in Hj . Clearly, if tj is seasonal, then Cξ (tj ) is a periodic time
series. Hence our objective becomes determining whether Cξ (tj ) is seasonal/periodic.

Determining whether a time series is seasonal has been well studied. There are two primary types
of seasonality determination methods: autocorrelation based time domain methods and discrete
Fourier transform (DFT) based frequency domain methods [42]. Since DFT based methods perform
well only for short and medium periodicity (say an hour or a day), and the accuracy deteriorates
for large periodicity (say a week or a month) [56], they are not appropriate in our scenario because
the periodicity of some message templates is on the order of a week or even a month. Instead, we
use YIN, a simple yet efficient autocorrelation-based method that has significantly improved upon
the accuracy of the original autocorrelation method [12]. In YIN, a difference function is calculated
as follows,

D ′(ρ, tj ) =
D(ρ, tj )

1
ρ
∑ρ

k=1 D(k, tj )
(1)

where

D(ρ, tj ) =

h−ρ∑
k=1

(Ck
ξ (tj ) −C

k+ρ
ξ (tj ))

2 (2)

and ρ ∈ {hour ,day,week,month} is the set of candidate periodicity values obtained using domain
knowledge. Since a smaller value of D ′(ρ, tj ) implies stronger seasonality, for message template
tj (j ∈ {1, 2, ...,N }), we use α j = min

ρ
D ′(ρ, tj ) as the final seasonality value. Please note that α j is

calculated based on Hj , the time interval during which syslog messages of template (subtype) tj
were observed. Therefore, for a given template tj , there is only one α j value in a training cycle.

We use YIN rather than autocorrelation for determining whether a syslog template sequence
is periodic or quasi-periodic, also for the following reason. Even when there is periodicity in the
occurrences of syslog messages of a certain type, this periodicity is never strict (i.e., is noisy). For
example, suppose an operator logs into a specific switch for routine inspection between 9:00 am
and 10:00 am daily. We consider the syslog messages corresponding to this daily routine periodic,
but this periodicity is clearly noisy (unless the operator logs in at exactly the same time every day,
sat at 9:01am). YIN can better handle the noisy nature of such periodicity than autocorrelation, by
avoiding zero-lag bias through normalization [12].
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Table 4. Omen template sequences before three failures

Sequence No. template sequence
T 1 48 48 49 46 47 63 48 49 46 47 62 62 48 49 63 46 47 62

T 2 48 48 49 49 63 63 46 46 47 47 62 62 56 56 57 57 58 58
59 59

T 3 50 62 48 49 46 47 62 48 49 63 46 47 62 56 57 58 59 48
49 63 46 47 62 48 49 46 47 48 49 63 51 46 47 50 62 62

3.4.3 Sequence Extraction. Table 4 lists the omen template sequences of three different switch
failures, and the first one is the template sequence corresponding to the syslog sequence shown
in Table 2. We can see that these omen template sequences share common subsequences (bold
numbers in Table 4), and extracting this subsequence (feature) can clearly help with failure predic-
tion. However, irrelevant templates, or noise templates (non-bold numbers in Table 4), also exist
abundantly in omen template sequences. These noise templates, if not mostly filtered out, will
interfere with the failure prediction.

Extracting the sequential feature for classification has been used in a broad range of applications
such as genomic analysis [13], workflow resource management [37], health informatics [59],
anomaly detection [30], information retrieval [50], and query log behavior determination [55].
In our problem, however, there are two challenges in extracting the sequential feature. First,
classification methods such as SVM, logistic regression (LR) and RF usually take a vector of features
as the input data, but there are hardly any explicit features in message template sequences. Second,
even if we can transform a message template sequence into a set of features, this set will be
massive, making it prohibitively computationally expensive to select a right (small) subset for the
classification [63].

We have developed a novel method called two fold longest common subsequence (LCS), or LCS2 in
short, to extract effective sequential features efficiently from message template sequences. LCS2
can effectively filter out noise templates in omen template sequences, thereby allowing for more
accurate predictions of switch failures. LCS [14] is the classic algorithmic problem of finding the
longest common subsequence among a set of sequences, whose computation is extremely fast and
can be parallelized [7, 10]. LCS2 is a two-fold LCS: the first fold is the LCS of two omen template
sequences, and the second fold is the LCS of the LCS resulting from the first fold and a given syslog
template sequence. The intuition behind LCS2 is that if two omen template sequences share some
common sequential pattern, the LCS of them not only inherits this common pattern, but also filters
out noise templates in both template sequences. Hence, comparing a given template sequence to the
LCS of two omen template sequences, instead of an omen template sequence, can better determine
whether this given template sequence is omen (indicative of an imminent switch failure) or not.

Here we use a toy example to illustrate how LCS2 works. Suppose that for a certain switch model,
three switch failures occurred in history. The three message template sequences shown in Table 4,
namely T 1, T 2, and T 3, are the template sequences of these three failures, respectively. To extract
common patterns and filter out noise templates (non-bold numbers in Table 4), we calculate the
LCS of T 1 and T 2 (LCS12), that of T 1 and T 3 (LCS13), and that of T 2 and T 3 (LCS23), respectively, as
shown in the second column of Table 5. This way, we can see that most of noise templates have
been filtered out. LCS12, LCS13 and LCS23 constitute the LCS set Ω. Here, we get the first fold LCS .

For a given template sequence (48 49 46 66 63 48 80 49 46 47 62 62 48 49 63 46 47) at time bin τ k (i.e.,
tk ), we calculate its LCS with LCS12, LCS13, and LCS23, respectively. These three second-fold LCSes
are denoted as LCS(LCS12, tk ), LCS(LCS13, tk ), and LCS(LCS23, tk ), respectively, and are shown in
the fourth column of Table 5.
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Table 5. LCSiλ for the omen template sequences in Table 4, LCS(LCSiλ , tk ), tk )), and Rkiλ . The given template

sequence is (48 49 46 66 63 48 80 49 46 47 62 62 48 49 63 46 47), and Rkmax = 0.875

iλ LCSiλ LCS(LCSiλ , tk ) Rkiλ
12 48 48 49 49 63 46 47 62 48 48 49 49 63 46 47 0.875

13 48 49 46 47 63 48 49 46 47
62 48 49 63 46 47 62

48 49 46 63 48 49 46 47
62 48 49 63 46 47 0.875

23 48 48 49 49 63 46 46 47 47 62 62 48 48 49 49 63 46 47 0.636

Then, we calculate the ratio (denoted as Rk12) of the length of LCS(LCS12, tk ) to that of LCS12, the
ratio (denoted asRk13) of the length of LCS(LCS13, tk ) to that of LCS13, and the ratio (denoted asRk23) of
the length of LCS(LCS23, tk ) to that of LCS23, respectively. These three ratios are shown in the sixth
column of Table 5. In general, the maximum among these ratios (equal to 0.875 here) is defined as the
sequence feature score of the given template sequence (is (48 49 46 66 63 48 80 49 46 47 62 62 48 49 63
46 47) here). This value measures how closely the given template sequence resembles those of
omen template sequences.
Now we describe how LCS2 works in general. For a given omen time bin τi , suppose that

si = (si1, s
i
2, ..., s

i
n) is the syslog message sequence within [τi − ∆τm ,τi ], and ti = (t(s i1 ), t(s

i
2 )
, ..., t(s in ))

is the template sequence of si . For any ti , i ∈ {1, 2, ...,L}, where L is the number of omen time bins,
we calculate the LCSiλ of ti and tλ , where λ ∈ {1, ...,L} − i . If the length of LCSiλ is greater than β
(β is set to 8 based on domain knowledge), we add LCSiλ to the LCS set Ω. If ∀λ ∈ {1, ...,L} − i ,
the length of LCSiλ is smaller than β , we will add ti to Ω, in case that the sequential feature of ti

is different from those of other template message sequences. Now we obtain the first fold LCSes ,
which are precisely the LCSes of any two omen template sequences as in the above toy example.

If two omen template sequences ti and tλ , share a common sequence pattern, then LCSiλ will
represent the common sequence pattern. In this case, we call LCSiλ an omen LCS . However, if ti

and tλ have different sequence patterns, then LCSiλ will represent a noise template. In this case, we
call this LCSiλ a noise LCS . Because it is almost impossible to distinguish an omen LCS from a noise
LCS , we have to include both in the LCS set Ω, and instead tackle the problem caused by noise LCS
using frequency and seasonality features.
For a given template sequence, compared to the similarity (measured by LCS) between it and

the original omen template sequences, the similarity between it and the omen LCSes is much less
susceptible to the noises contained in the omen template sequences for the following reason. In
the latter case, for a noise template sequence to be mistaken for omen, it would have to be present
in all three sequences: the given template sequence and the two omen template sequences whose
LCS contains it. In contrast, in the former case, this noise template sequence would only need to
be present in two sequences: the given template sequence and an omen LCS that contains it. The
probability for the latter to happen is much smaller than that for the former to happen, even when
this noise template sequence appears very frequently (e.g., with a high probability of 0.1 in each
sequence). This is the main motivation behind our two fold design, which we now specify precisely.
For a given time bin τk , suppose that the template sequence within [τk − ∆τm ,τk ] is tk =

(t(sk1 )
, t(sk2 )

, ..., t(skn )). As explained earlier in the toy example, we calculate the sequence feature score
Rkmax as

Rkmax = max
x

Rkiλ (3)
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where

Rkiλ =
Len(LCS(LCSiλ ,τ

k ))

Len(LCSiλ)
(4)

where LCSiλ ∈ Ω, LCS(LCSiλ ,τ k ) is the LCS of LCSiλ and tk (i.e., τk ’s corresponding template
sequence), and Len(·) is the length of a template sequence. We call LCSiλ the corresponding LCS of
Rkiλ . For instance, in the above examples shown in Table 5, Rkmax = 0.875, and the corresponding
LCS of Rkmax is LCS12 or LCS13. Now, we get the second fold LCS .
We use the ratio of the length of LCS(LCSiλ ,τ k ) to that of LCSiλ , rather than the ratio of the

length of LCS(LCSiλ ,τ k ) to that of tk , because if LCSiλ is an omen LCS , in general there are less noise
templates in LCSiλ than in tk , and the former ratio is more accurate in measuring how “ominous”
tk is. We use the maximum Rkiλ value rather than the mean or the median as the sequence feature
score, because the omen pattern that a given template sequence matches to may appear in only
one omen LCS, and in this case, only the maximum Rkiλ value fully reflects this matching. Finally,
we obtain the sequence feature vector R = (R1

max,R
2
max, ...,R

M
max) for time bins (τ1,τ2, ...,τM ).

If LCSx is Rkmax’s corresponding LCS , and it is a noise LCS which containsmultiple noise templates,
then tk also contains multiple noise templates. However, since noise templates are usually frequent
or seasonal, tk can usually be filtered out by the frequency or the seasonality features. In other
words, the frequency and the seasonality features can effectively deal with the problem caused by
noise LCSes, as will be demonstrated by the experiments to be described in Section 4.3.

3.4.4 Surge Extraction. Although some message templates are not indicative of switch failures
when they occur occasionally, they likely are when they occur in a sudden surge. For example,
if an interface experiences an up/down (flap), it will be easily fixed by switch’s in-built failover
technologies (see Cisco’s support page [4]), and hence is not indicative of a failure. However, as
shown in Table 2, if the interface flap occurs much more frequently than usual, a switch failure
may occur, and thus should be replaced. Hence, the surge of message templates is an important
feature for predicting switch failures.
Now we describe how to extract the surge feature from a syslog message sequence. Again,

suppose that sk = (sk1 , s
k
2 , ..., s

k
n ) is time bin τk ’s corresponding message sequence. Then tk =

(t(sk1 )
, t(sk2 )

, ..., t(skn )) is the template sequence for the time interval [τk −∆τm ,τk ]. For a given message
template tj , our objective here is to find whether there are one or more sudden surges in the number
of occurrences of tj within [τk−∆τm ,τk ]. By splitting [τk−∆τm ,τk ] intow smaller time intervals with
equal duration δ (δ ≪ Duration(sk ) and we set δ = 2mins in our scenario) and counting the number
of occurrences of tj in each time interval, we obtain a time series Cδ (tj ) = C

1
δ (tj ),C

2
δ (tj ), ...,C

w
δ (tj ),

where Ci
δ (tj ) is the number of occurrences of tj in the ith time interval. Intuitively, one or more

level shifts or spikes will appear in Cδ (tj ) if there are one or more sudden surges in the occurrences
of tj . To measure such level shifts or spikes, we use a behavior change detection method similar
to that used in [68, 69] for assessing software changes in large Internet-based services. It is based
on singular spectrum transform. For each template tj , it computes the change score of Cδ (tj ) in
[τk − ∆τm ,τk ], which we denote as cskj . Whenever there is any spike or level shift in Cδ (tj ), this
change score cskj will become much larger than usual. This way, for each syslog template tj , we
obtain a surge feature vector csj = (cs1j , cs

2
j , ..., cs

M
j ) for time bins (τ1,τ2, ...,τM ).

3.4.5 Feature Aggregation. As summarized in Table 6, for all time bins (τ1,τ2, ...,τM ), after extract-
ing the above four features, we obtain C∆(tj ) = (C1

∆(tj ),C
2
∆(tj ), ...,C

M
∆ (tj )), csj = (cs1j , cs

2
j , ..., cs

M
j )

and α j for message template tj , and R = (R1
max,R

2
max, ...,R

M
max) for all templates. Because α j for

message template tj , there is only one α j , and a seasonal message template cannot be indicative of
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Table 6. Variables/Vectors associated with these four features

Feature For time bin τk For template tj
Frequency Ck∆(tj ) C∆(tj ) = (C1

∆(tj ),C
2
∆(tj ), ...,C

M
∆ (tj ))

Seasonality None α j
Sequence Rkmax None
Surge cskj csj = (cs1j , cs

2
j , ..., cs

M
j )

failures, we assign weights to the other features based on α j . More specifically, α j as well as C∆(tj )
and csj all describe the features for message template tj . A lower α j means stronger seasonality,
and hence implies that the switch is less likely to be failure looming. Therefore, we assign weights
to C∆(tj ) and csj and get the weighted vectors as C∆(tj )

′ = C∆(tj ) × α j and csj ′ = csj × α j . Finally,
we obtain the integrated feature matrix A = (R,C∆(1)′, ...,C∆(N )′, cs1 ′, ..., csN ′)

T
= (a1, a2, ..., aM)

for time bins (τ1,τ2, ...,τM ).

3.4.6 Feature Justification. The feature extraction part is the most critical component of PreFix.
As Section 4.2 shows, the combination of the four features achieves relatively high precision and
recall at the same time. These features all have clear physical significance in our context.

For the following three reasons, we did not adopt the end-to-end model that uses the time series
of raw data (i.e., time series of the template sequences extracted from the raw syslog messages) as
features.

First, although taking raw data as input and employing an end-to-end system, e.g., deep neural
networks (DNN), to extract feature automatically is possible, we can hardly gain any insights from
the results [20], mainly because the automatically extracted and integrated features cannot be
directly observed and associated with domain knowledge. In contrast, PreFix uses four features
with physical significance which can be easily understood intuitively by operators.

Second, usually the end-to-endmodel is not as generalizable as the one that extracts features using
domain knowledge [41]. For example, if the data used for training and that used for prediction do
not follow the same probability distribution, the end-to-end model will suffer from lower accuracy
than the one with domain knowledge-based feature engineering, which is the approach in PreFix.

Third, in our scenario, the number of positive labels (failures) is relatively small (averagely 585
omen time bins for each switch model) and much smaller than that of negative ones (roughly
72,500 times more). In addition, there are about 240 different templates, which correspond to a 240-
dimensional learning space. Should an end-to-end training model be applied, the small number of
positive labels would have been far from sufficient to extract all the “right” features, which degrades
the accuracy. More specifically, in this case the learning problem (using raw data) corresponds to
putting 585 data points into a 240-dimensional space, from which hardly anything can be learned
using such an end-to-end approach. Furthermore, standard dimensionality-reduction techniques
do not seem to help in this case. For example, the benchmark experiments (see Section 4.2 for more
details) show that SKSVM, which is a typical end-to-end model that encodes the time series of raw
data into lower-dimension matrix, suffers from very low accuracy in our scenario.

3.5 Training and Predicting
In the final step of PreFix, we apply a supervised classification method, RF [24], to determine
whether a given time bin’s corresponding message sequence is indicative of failures (i.e., omen).
RF is a well-known effective ensemble learning algorithm for binary classification. RF employs
multiple binary decision trees (i.e., forest) during the training stage. In each binary decision tree,
the class (in our case either 1 for omen or 0 for non-omen) that maximizes the information gain
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(from the training data) as measured by the Gini index is selected as a candidate “vote” (for 1 or for
0). Then among these candidate votes, the majority vote is output as the final vote.

In the offline learning component, for each omen time bin, we label it 1 (positive), and similarly
for each non-omen time bin, we label it 0 (negative). This way, we construct a label vector ν for
(τ1,τ2, ...,τM ). Then we input feature matrix A as samples and ν as labels into the RF model, train
the model, and obtain the parameters used for online failure prediction. In the online prediction
component, when a time bin’s corresponding message sequence is generated, PreFix will convert
the syslog messages to templates, extract features from the template sequence, and determine
whether the template sequence is indicative of a failure based on the RF parameters learned in the
offline learning component.
We choose RF rather than LR or SVM as the machine learning method in our scenario for the

following two reasons. First, since the number of dimensions for training features is relatively high
(2×N + 1 ≈ 600) and the number of positive samples (omen time bins) is relatively small (as shown
in Table 7) and much smaller than that of negative samples (non-omen time bins), the training
models for LR and SVM are prone to overfitting and their accuracies are prone to being weighted
down by this data sparsity. Second, since RF makes decisions based on the outcome of the majority
voting by its many decision trees, this imbalance between the numbers of positive and negative
samples has much less impact on the accuracy of RF [11]. Note we do not consider the use of the
well-known RF method for this classification problem as a contribution of this work.

4 EVALUATION
In this section, we evaluate PreFix’s performance. We use switch syslogs and failure tickets that are
collected from several real-world datacenters owned by a top global search engine. The data set is
described in details in Section 4.1. As aforementioned, all of the switch hardware failures have been
manually confirmed by network operators, which are used as the ground truth for the evaluation.

To the best of our knowledge, in the literature there is no previous work on syslog-based switch
failure prediction in datacenter networks, and thus in Section 4.2 we compare PreFix with two
previous log based failure predictionmethods, i.e., SKSVM [15] applied in computers andHSMM [48]
applied in ISP devices. We implement PreFix, HSMM, and SKSVM with Python 2.7.
The evaluation experiments are designed to demonstrate main contributions of this work:

learning omen patterns and filtering out irrelevant templates by extracting the four features, i.e.,
sequence, frequency, surge and seasonality, and developing the novel LCS2 method to extract the
sequence feature. To demonstrate the benefits of LCS2 method and those of the combination of
the above four features in Section 4.3, we compare the performances of PreFix when all the four
features are extracted, when only the sequence feature is extracted, when all the features but the
sequence feature are extracted, and when only the sequence, frequency and seasonality features
are extracted.

4.1 Data Sets
In cooperation with network operators, we pick three switch models with the most switch hardware
failures from two vendors (hereafter, we collectively use M1, M2 and M3 to represent the three
switch models), and we collect data from all the switches of each model, and analyze all the
hardware failures and syslogs of the switches over a 2-year period. Table 7 lists the number of
hardware failures, the number of failed switches, the number of switches in total, the number of
omen time bins, and the number of non-omen time bins.

As described in Section 2.2, switch hardware failures are collected from three sources: 1) failure
tickets, 2) proactive switch failure detection via SNMP polling, and 3) proactive switch failure
detection via syslogs. The switch hardware failures from the three observations are all manually
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Table 7. Detailed information for the three models of switches

Switch model #
failures

# failed
switches

# switches
in total

# Omen
time bins

# Non-omen
time bins

M1 228 131 2223 1273 5,516,435
M2 48 30 3288 317 22, 997, 509
M3 139 31 3886 164 660, 736

verified by network operators (more than 10 senior operators in the studied company are responsible
for the manual verification work), and thus they can be used as the ground truth for our evaluation.

To simulate the online prediction procedure, in the evaluation experiments we slide ∆τm every
time bin, and obtain omen time bins and non-omen time bins following the definitions in Section 3.1.
Similar to [70], in the evaluation experiments we set τe − τs = 24 h, ∆τm = 2 h, ∆τa = 30min,

θ = 5 and ξ = 15 min. These settings are justified as follows. Based on empirical experience,
the network operators believe that syslogs within 24 hours before a failure are indicative of the
failure, and thus can be used for failure prediction. After analyzing the syslogs before dozens
of failures, we found that, in most cases (more than 90%), syslogs in any two hours among the
syslogs that are within 24 hours before a given failure can capture the omen pattern. In addition,
monitoring syslogs of a 24 hours’ period for the online prediction procedure is computationally
too intensive. The operators need at most 30 minutes to react to a positive failure prediction, such
as shifting the traffic and replacing the switch. Furthermore, if there are less than f ive syslog
messages in a time bin’s corresponding message sequence, the message sequence would be too
short to capture the omen pattern, and thus cannot be used for failure prediction 1. Operators’
reaction time to a positive failure prediction, i.e., ∆τa should be divided by the length of each time
bin, i.e., ξ . Since ∆τa = 30min, ξ can be 30, 15, 10, 5, 2, 1. On the one hand, if ξ is too small, e.g.,
ξ ∈ {1min, 2min, 5min, 10min}, there will be too few time bins with more than θ = 5 syslog
messages. On the other hand, if ξ is too large, e.g., ξ = 30min, the number of omen time bins will
drop by more than than 50%, and thus impact greatly on the training of PreFix. Consequently, we
set ξ = 15min in this work.
To ensure that our experiments are reproducible, we have built a website which contains all

the data applied in the evaluation, including the historical switch failures, message templates and
message template sequences of all the three switch models [5].
Please note that for a specific switch model, the switches are usually uniformly deployed in

multiple data centers. For example, the three models used in our evaluation experiments are
uniformly deployed in more than 20 data centers. As a result, for a specific switch model in a
specific data center, the failure cases are too few to train a failure prediction model. Therefore, it is
almost infeasible to compare the performance of PreFix among different data centers. Consequently,
for each switch model, we collect the data from switches across all data centers.

4.2 Evaluation of The Overall System
To the best of our knowledge, in the literature there are no previous works on failure prediction
for switches in data center networks. That is, we do not have benchmark methods in this domain.
Consequently, to demonstrate the performance of PreFix, we compare PreFix with popular log-based
failure prediction methods in other domains. Specifically, we compare PreFix with SKSVM, which

1About 50% of switch failures do not have any omen time bin, i.e., a time bin which contains no less than 5 syslog messages
within 24 hours before the failure. We do not consider these failures in the evaluation.
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is a log-based failure prediction system used in computers [15, 17], and HSMM, which is applied
for log-based failure prediction in ISP devices [48]. Please note that the parameters of SKSVM and
HSMM are all set as the ones with the best accuracy, respectively.
A method’s capability to predict failure is usually assessed by four metrics that have intuitive

interpretation, i.e., precision, recall, F1 measure and false positive ratio (FPR) [47, 48], and thus
we use these metrics to evaluate the performance of each method. For a time bin, based on the
aforementioned failure tickets, we know the outcome as either an omen time bin or not. For each
method, we label its outcome as a true positive (TP), true negative (TN), false positive (FP), and
false negative (FN). True positives are omen time bins that are accurately determined as such
by the method, and true negatives are time bins that are accurately determined as non-omen. If
the method determine that a time bin is an omen one when, in fact, it is actually non-omen, we
then label the outcome as a false positive. False negatives are omen time bins that are incorrectly
missed by the method. We calculate Precision, Recall and FPR as follows: Precision = T P

T P+F P ,
Recall = T P

T P+FN , F1mesure = 2∗Precision∗Recall
Precision+Recall and FPR = F P

FP+T N . Following [39] we also use
the mean time between false alarms (MTBFA) to evaluate failure prediction methods. A method’s
MTBFA is the averaged elapsed time between false alarms of a switch during the deployment of the
method. In our scenario, generally about 1/15 of time bins contain no less than 5 syslogs, and thus
can be used for switch failure prediction. Suppose that for a switch, if the latest time bin has more
than 5 syslogs, each method predicts whether there will be a failure every time bin (15 minutes),
and then MTBFA can be calculated as 15 min

1/15×F PR .
We use a 10-fold cross validation model to evaluate the three methods (PreFix, HSMM and

SKSVM). K-fold cross validation is a model validation technique that provides an insight on how a
prediction model will generalize to an independent dataset [29], and it has been demonstrated to
minimize over-fitting [40]. Since 10-fold cross-validation is commonly used, we also apply it in our
evaluation [38].
Figure 6 shows the precision recall curves (PRCs) for PreFix, SKSVM and HSMM across all the

three models of switches. In PreFix, the precision and recall change as we adjust the threshold of
the ratio of trees that vote for a decision (omen time bin or non-omen time bin), and we thus plot
the PRCs for PreFix by adjusting this threshold. Similarly, since the threshold for classification
can be customized based on Equation 10 in [48], we plot the PRCs for HSMM by varying the
threshold. Please note that in a PRC to the upper right means good performance, while to the left
bottom means bad performance. From the PRCs we can see that PreFix outperforms the other
two methods across all the three models of switches. The performance of HSMM is not good in
our scenario for it only extracts the sequence feature, while frequency, surge and seasonality of
syslogs are also important as described in 3.4.1, 3.4.4, and 3.4.2, respectively. SKSVM does not
perform well either, because it only extracts the sequence feature, and the method relies too much
on the consecutiveness of sequences, and thus the accuracy greatly degrades when noises exist in
sequences.

Table 8 compares the precision, recall, F1 measure and FPR of PreFix, SKSVM and HSMM across
all the three models of switches when the each of the three methods achieves the best F1 measure,
respectively. Although SKSVM and HSMM achieve close or even better recalls than PreFix in some
cases, the precisions of SKSVM and HSMM are much more lower than that of PreFix, which in
turn means that the FPRs of SKSVM and HSMM are higher than that of PreFix. If too many false
positives, or false alarms are generated by a failure prediction system, network operators will be
overwhelmed by the large amount of false alarms, and thus they will not like to deploy such a
system. Specifically, Table 9 shows the averaged FPR and MRBFA for PreFix, SKSVM and HSMM.
From the table we can see that the MTBFA of PreFix is much longer than that of SKSVM and HSMM.
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Fig. 6. Comparison of PRCs among PreFix, SKSVM and HSMM across different models of switches

Table 8. The precision, recall, F1 measure and FPR for PreFix, SKSVM and HSMM across three models of
switches

Switch model Method Precision Recall F1 FPR

M1
PreFix 87.35% 74.36% 80.33% 2.49 × 10−5
SKSVM 8.25% 76.09% 14.89% 1.96 × 10−3
HSMM 32.27% 95.3% 48.21% 4.63 × 10−4

M2
PreFix 59.79% 58.59% 59.18% 5.43 × 10−6
SKSVM 4.47% 8.72% 5.91% 2.57 × 10−5
HSMM 0.28% 60.58% 0.56% 2.94 × 10−3

M3
PreFix 84.00% 52.50% 64.61% 2.48 × 10−5
SKSVM 0.79% 91.91% 1.58% 2.85 × 10−2
HSMM 26.32% 11.11% 15.63% 7.72 × 10−5
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Table 9. The averaged FPR, MTBFA, False positives for 10, 000 switches per day for PreFix, SKSVM and
HSMM

Method Averaged FPR MTBFA False positives for 10, 000 switches per day
PreFix 1.84 × 10−5 8494 days 1.2
SKSVM 1.01 × 10−2 15 days 650.2
HSMM 1.16 × 10−3 134 days 74.3

As aforementioned, there are tens of thousands of switches in today’s large datacenter networks.
Therefore, we also list the number of false alarms per day for datacenter networks including 10, 000
switches in Table 9. If PreFix is deployed for failure prediction in datacenter networks that have
10, 000 switches, an averaged 1.2 false alarms will be generated everyday, which is quite acceptable
for network operators. While the averaged false alarms per day are 650.2 and 74.3 for SKSVM
and HSMM, respectively. The large number of false alarms is totally unacceptable for network
operators, and thus SKSVM and HSMM cannot be used for switch failure prediction in our scenario.

As shown in Appendix A, 150 decision trees are enough for the RF method of PreFix. In addition,
even if there is only 30% of all the data shown used in the evaluation, PreFix will still achieve good
accuracy.

4.3 Evaluation of The LCS2 Method
As described in Section 3.4.3, we propose a novel, simple yet effective method, LCS2, to extract the
sequence feature from template sequences. To demonstrate the performance of the method, we
compare the performance of PreFix when all the four features are extracted, and all the features
but the sequence feature are extracted (A = (C∆(1)′, ...,C∆(N )′, cs1 ′, ..., csN ′)

T).
Figure 7 shows the comparison results in terms of PRCs. We can see that when all the features

but the sequence feature are extracted, the prediction model did not perform as well as when all
the four features are extracted across all the three models of switches, especially for M1 and M3
switches. It demonstrates that the sequence feature is important for failure prediction, and that the
LCS2 method successfully extracts the useful omen sequence features for failure prediction.
As discussed in Section 3.4.3, the frequency and seasonality features can tackle the problems

posed by noise LCSes. Specifically, noise LCSes can degrade the LCS2 method’s accuracy. If Rkmax’s
corresponding LCS (see Section 3.4.3 for definition) is a noise LCS , and it contains multiple noise
templates, we can infer that the template sequence in τk , i.e., tk , also contains multiple noise
templates. For the reason that a noise template should be frequent or seasonal, the frequency or
seasonality feature can easily filter out tk from omen template sequences. This way, the frequency
and seasonality features tackle the problem induced by noise LCSes. To confirm above inferences,
we evaluate the performance of PreFix when only the sequence feature is extracted (the integrated
matrix A = R), and when the sequence, frequency and seasonality features are extracted (A =
(R,C∆(1)′, ...,C∆(N )′)

T).
As Figure 7 shows, if only the sequence feature is extracted, the prediction model does not

perform as well as when the sequence, frequency and seasonality features are extracted. It is
especially obvious when the input data is collected from M2 switches. The comparison results
strongly verify the above analysis.

In a nutshell, the LCS2 method which extracts the sequence feature is very important for failure
prediction. In addition, the frequency and seasonality features mitigate the problem introduced
by noise LCSes. The combination of the four features is really necessary in predicting failures for
switches.
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Fig. 7. PRCs of PreFix when all the four features are extracted, only the sequence feature is extracted, all the
features but the sequence feature are extracted, and only the sequence, frequency, and seasonality features
are extracted

4.4 Comparison of the Importance of the Four Features
To demonstrate the importance of the features, we calculate the node impurity decrease of the
features in the RF model.
Random forest is comprised of a number of decision trees. Every node in the decision trees

denotes a condition of a single feature. The node is mainly for splitting the dataset into two, and
hence similar values will be classified into the same set. In general, decision trees choose the
(locally) optimal condition based on node impurity, which is typically either Gini impurity or
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Table 10. Normalized node impurity decrease of the features in the RF model

Switch model Sequence Frequency&Seasonality Surge&Seasonality
M1 22.29% 51.14% 26.57%
M2 19.09% 50.25% 30.65%
M3 42.81% 36.86% 20.33%

information gain/entropy. Therefore, we can compute by how much each feature decreases the
weighted impurity in a tree to figure out the importance of the feature. Similarly, in a random forest
we can average the node impurity decrease in different trees, and thus quantitatively measure the
importance of each feature.

As described in Section 3.4.5, in the integrated matrix A we combine the frequency feature with
the seasonality feature (C∆(tj )

′ = C∆(tj ) × α j ) and combine the surge feature with the seasonality
feature (csj ′ = csj × α j ). Since node impurity decrease is calculated based on A, we calculate the
node impurity decrease of the combination of frequency and seasonality feature, and that of the
combination of the surge and seasonality feature.

The normalized node impurity decrease of each feature (or combination of features) across different
switch models is shown in Table 10. From the table we can see that sequence, the normalized
node impurity of the combination of frequency and seasonality, and the combination of surge and
seasonality are all greater than 19%, which proves that they are all important to training PreFix.
That is, any of the above three contributes significantly to PreFix, which is consistent with the
conclusion drown in Section 4.3.

5 RELATEDWORK
Using log files for failure prediction has been widely applied in in ISP networks [25, 48, 49], comput-
ers [15–17, 33, 47, 71], virtual machines [58], and online ad service [51]. Liang et al. investigated the
RAS event logs, and developed three simple failure prediction methods based on the characteristics
of failure events, as well as the correlation between failure events and non-failure events [33].
Realizing the the importance of the sequential feature of log files to failure prediction, Fronza et
al. used random indexing (RI) to represent the sequence of operations extracted from logs, and
then applied weighted SVM to associate sequences to a class of failures or non-failures [16]. RI
is not applied in our scenario because unlike the strictly structured software logs [16], the syslog
messages of network devices in our scenario are usually unstructured. Salfner et al. applied HSMM
to recognize the patterns of logs that indicate an imminent failure directly [48]. The drawback of
using HSMM for failure prediction is that HSMM cares only about the sequential feature of logs
while ignoring the other features like frequency, seasonality and surge, and thus it is not suitable
in our scenario.

Several works has been conducted on analyzing syslogs of network devices for failure detection
or prediction purpose [27, 28, 44, 67]. For example, motivated by the signature abstraction method
used in spam detection, Qiu et al. constructed breath-first search tree which learned templates from
syslogs, based on the frequency of words in syslogs [44]. Considering the difficulty of determining
the root of the tree in the case of general logs for the above method, Kimura et al. presented a
statistical template extraction (STE) method using a statistical clustering algorithm which consisted
of two parts: statistical word scoring and score clustering [27]. Noticing that the format of syslog
messages can dynamically change over time, Kimura et al. developed an online template extraction
method to learn templates incrementally [44]. The method includes classification of words based on
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the words’ tendency to belong to a log template, and message clustering based on the log similarity
between template clusters and new arrival messages.
There are two categories of sequence feature extraction methods for classification in previous

works: feature based methods and sequence distance based methods [63]. The feature based method,
i.e., SKSVM, uses the k-spectrum kernel to transform a sequence into a feature vector and then apply
conventional classification methods such as SVM and decision tree [31, 32, 36, 54]. While SKSVM
has been successfully used in the prediction of computer system failures [15, 18], it does not perform
well in our scenario because: (1) If we apply the identifier of a syslog message’s corresponding
message template as the tag of the syslog message for SKSVM, the method will cost too much CPU
and memory resources. (2) SKSVM relies much on the consecutiveness of sequence data, and the
noise templates in failure omen template sequences can greatly degrade the accuracy of the method.
The sequence distance based methods use local alignment distance [46] or dynamic time wrapping
distance (DTW) [26, 45, 62] to measure the similarity between a pair of template sequences, and
classify the template sequences data based on the similarity results. Both local alignment distance
and DTW are based on calculating the distance of key points. However, if we directly use the local
alignment distance or DTW to measure the similarity between the a template sequence and omen
template sequences, the noise templates in the omen template sequences can shadow the key points
and greatly degrade the accuracy of failure prediction. Therefore, the sequence distance based
methods do not work well in our scenario.

6 CONCLUSION
We designed and implemented a new tool, PreFix, for accurately predicting whether there will be a
switch hardware failure in the near future. For each model of switches, in the offline procedure
PreFix learns templates from historical syslogs, converts syslogs to templates, extracts the frequency,
surge, seasonality and sequence features from template sequences, and applies RF to learn omen and
non-omen patterns. In the online procedure PreFix matches real-time syslogs to templates, extracts
the four features, and uses RF to determine whether the syslog messages are omen or not. We
evaluated the whole system of PreFix by comparing it with SKSVM and HSMM using 9397 switches
that belong to three models of switches which are deployed in more than 20 datacenters, and
demonstrated that PreFix greatly outperforms SKSVM and HSMM in accuracy. We also evaluated
the LCS2 method applied in PreFix using real-world data. As for future work, we plan to learn
failure omens across different switch models. In addition, we will look into predicting other types
of switch failures such as those caused by software bugs.
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A THE AMOUNT OF TRAINING AND DATA NECESSARY FOR PREFIX
To demonstrate how much training is necessary for PreFix, we varied the number of decision
trees in RF from 10 to 250, and calculated the F1 measure for each number using the 10-fold cross
validation model. The number of trees is a key parameter for random forest: the more decision trees
are in random forest, the more training the training model needs. Figure 8 (a) shows the evaluation
results when PreFix is applied on M1 switch model. The F1 measure tends to be stable when the
number of decision trees in RF is greater than 150. That is, 150 decision trees are enough for the RF
method in PreFix to learn omen patterns of switch failures.

In addition, to understand how much data is necessary for PreFix, we sampled some proportion
(say 0.1, 0.2, 0.3, 0.5) of all the data and calculated the F1 measure for each proportion. Specifically,
for each proportion value, we randomly picked the proportion of omen samples and non-omen
ones from all the omen samples and all the non-omen ones of M1 switch model, respectively. We
then applied PreFix on the selected samples to calculate the F1 measure using the 10-fold cross
validation model. Figure 8 (b) shows the result. When the proportion is greater than 0.3, the F1
measure becomes stable. Consequently, PreFix performs well even only 30% of samples are used.

To minimize over-fitting, we applied 10-fold cross validation to calculate the F1 measures in the
above two experiments.
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Fig. 8. F1 measures of PreFix on M1 switch model when the number of decision trees in RF, and data scale
vary
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